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My Background

Theory of x-ray spectroscopy and correlated electron physics 

Especially, high-energy spectroscopy  
involving core-level excitations (1-10eV)

Elementary excitations, magnetism, 
metal-insulator transition (near EF < 1eV)
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3

3d, 4d, 5d transition metal, 4f, 5f lanthanide actinide

1. Why core-level excitation to study material properties (low-energy excitations)?  
2. Why DFT (+many-body theory) is needed for simulating core-level excitations? 

Note. Our Interest is NOT element dependence of the core binding energies

Half part of my talk

I also discus the core-level “spectral function”

Atomic radial function  
(from atomic Hartree-Fock calc.)

×0.5
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

Calc.

NiO Many peaks ??

2p orbital

LDA+DMFT APPROACH TO CORE-LEVEL SPECTROSCOPY: . . . PHYSICAL REVIEW B 96, 045111 (2017)

TABLE I. Coulomb interaction U , Hund’s interaction J , core-
hole potential Udc, and double-counting correction µd used in the
studied compounds (in eV).

NiO CoO MnO V2O3 Fe2O3 Cr2O3 LaCrO3

U 7.0 7.3 7.0 4.8 6.8 7.0 7.0
J 1.1 1.1 0.95 0.7 0.86 0.8 0.8
Udc 7.8 8.6 8.5 6.5 8.4 9.0 9.0
µd 52.0 47.6 30.5 8.1 30.6 23.6 23.8

correction µd . The isotropic parts of the 3d-3d (Udd ) and
2p-3d (Udc) interactions are shown explicitly, while terms
containing higher Slater integrals and the SO interaction are
contained in Ĥmultiplet.

A. Computational parameters

The parameters in the present approach are the 3d-3d
and 2p-3d interaction constants and the double-counting
correction µd . We used the typical values of the 3d-3d U,J
interaction parameters reported for transition metal oxides
obtained with constraint RPA and LDA methods for NiO,
CoO, MnO, Fe2O3 (FeO) [44–46], and other valance XPS
studies for V2O3, Cr2O3, and LaCrO3 [47–49]. Some fine
tuning (up to 0.25 eV for J and up to 2.0 eV for U ) was done
to obtain a good match with the experimental x-ray absorption
(XAS) and RIXS spectra, which will be reported elsewhere.
Unlike XAS and RIXS spectra, the variation of interaction
parameters on this scale has a barely observable effect on the
studied core-level XPS spectra. Several ad hoc schemes to
determine µd exist in the literature. Rather than using one
of these, we adjust µd such that the DMFT spectral function
reproduces the valence photoemission experiments. Therefore,
the 3d-3d interaction and µd are determined independent of the
core-level XPS spectra. The SO coupling within the 2p shell
and the anisotropic part of the 2p-3d interaction parameters
Fk,Gk [3,50] are calculated with an atomic Hartree-Fock
code. The Fk and Gk values are scaled down to 75–80%
of their actual values to simulate the effect of intra-atomic
configuration interaction from higher basis configurations
neglected in the atomic calculation, which is a successful
empirical treatment [43,51–54]. The isotropic part Udc is fixed
by matching the spitting between the ML and CT satellite of the
experimental 2p XPS spectra (see Fig. 1). The actual values of
Udc fulfill the empirical rule Udc ≈ 1.3Udd [17,19,43,55,56]
within 15% accuracy. We point out that the fine structure of
ML, the main result of this study, is insensitive to the exact
Udc value. The values used in this study are listed in Table I.

III. RESULTS AND DISCUSSION

The LDA+DMFT simulations were performed for typical
parameters similar to those used in other LDA+DMFT studies.
For the complete set of interaction computational parameters,
see the Supplemental Material (SM) [57]. The valence TM
3d and O 2p spectral densities for all studied compounds are
shown in the SM. Overall we find the same results as those from
the previous DMFT and variational cluster approximation

FIG. 1. The Ni 2p XPS of NiO calculated for (a) AF and (b)
PM phase. The experimental data in (a) are taken from Ref. [5]. The
spectrum obtained by CM is shown by a dashed curve in (b) for
comparison. The spectral broadening is considered using a Gaussian
of 0.5 eV width (HWHM).

studies performed with the dp model: NiO [58–62], CoO
[62–64], MnO [62,65,66], V2O3 [47,67–69], and Fe2O3 [29].

The calculations were performed for temperatures of 300 K
except for the PM phase in NiO at 800 K. In addition to
the comparison with experiment, we focus on an analysis of
the NLS effect. While it is not possible to decompose the
hybridization function into contributions of different shells of
neighbors, it is possible to eliminate the TM contribution,
which forms a distinct low-frequency peak. Although the
weight of this peak is small relative to the rest of the
hybridization function, it has a large impact on the 2p XPS.
The NLS is then quantified by comparing the results obtained
with a full hybridization function to those obtained with a
hybridization function with the low-frequency peak artificially
removed. It turns out that the latter spectra closely resemble
the CM results.

A. NiO

Figures 1(a) and 1(b) show the Ni 2p XPS calculated for
the PM and AF phases, respectively. The large SO interaction
in the 2p shell splits the spectra into well-separated 2p1/2
and 2p3/2 parts. Each of these is separated into two peaks
transitionally called the main line (ML) at lower binding
energy and the charge-transfer (CT) satellite at higher binding
energy. These peaks exhibit an internal fine structure, the most

045111-3

Calc. LDA+DMFT Anderson model
A. Hariki et al., PRB 96, 045111 (2017)
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110

!"# !$#!!#
%&'(&')*+',-).*/,01

2'
3,
'4
&3.
*/5
-6
7*8
'&
34
1

/(1 Ni 2p1/2 Main

Sate.

9:; 9<!9::
%&'(&')*+',-).*/,01

2'
3,
'4
&3.
*/5
-6
7*8
'&
34
1

/=1
O 1s

!># !:<!:;
%&'(&')*+',-).*/,01

2'
3,
'4
&3.
*/5
-6
7*8
'&
34
1

/61 La 3d5/2

-1.02
εxx (%)

0.39

1.46

2.39

/51

?### <##>##;##!##?<## #
%&'(&')*+',-).*/,01

2'
3,
'4
&3.
*/5
-6
7*8
'&
34
1

@A@BC7

D5E@C,

F'5C.G,-
,A

HA-5.

I?!
O 1sNi 2p + La 3d

Ni 2s
La 3p La 4s

Dy 4d

La 4p

La 4d

N
i 3
pNi 3s

La
 5
s

La
 5
pC 1s

Sr 3s

LaNiO3 Wide
T = 300 K
hv = 7.940 keV

LAO
LSAT
STO
DSO

(εxx = -1.02 %)
(εxx =  0.39 %)
(εxx =  1.46 %)
(εxx =  2.39 %)

x5

FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3

ωin,kin

X-ray

Material
e- Photoelectron ω,k

- Valence-band XPS (ARPES) 
  directly measure the low-energy states 
- Core-level XPS  
  Site/element specific excitation 

X-ray photoemission spectroscopy: 
4

TABLE II. The values of β and dσ/dΩ at 7.940 keV and 1.487 keV51–53. Because of the parallel geometry with the analyzer along the electric
field vector [see the inset of Fig. 1(a)], we set to θ = 0→ (ϕ undefined), which means the absent of the third term in equation of dσ/dΩ. Where,
θ is the angle between the electrical field and the momentum of the photoelectron and ϕ is the angle between the photon momentum vector
and the projection of the photoelectron momentum vector on the plane perpendicular to the electrical field vector and containing the photon
momentum vector.

hν 7.940 keV 7.940 keV 1.487 keV
Atomic dσ/dΩ (p-pol.) dσ/dΩ (s-pol.) dσ/dΩ
subsell β (10−4 kb) (10−4 kb) (10−2 kb)
Ni 3d 0.37 1.21 1.07 5.20
O 2p 0.10 0.112 0.128 0.47
La 5p 1.48 93.1 11.1 17.3
La 5d 0.91 8.98 3.46 7.06
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FIG. 3. (Color online) (a) Valence-band spectra at hν = 7.940 keV
and 1.487 keV for LNO thin film on different substrates. All spec-
tra are normalized by the area of valence-band after subtracted by
shierly-type background. The main spectral features are labeled as
A-E. (b) The low-EB valence spectra corresponding to the gray-
shadow region in the panel (a). The dashed arrows in hν = 7.940
keV show εxx-dependence of the peaks A and B.

and O in a simple ionic picture. On the other hand, though its
absolute value is overestimated, the Madelung potential anal-
ysis reproduces the εxx-dependence of ∆EB for the La ion well.
Thus the point-charge picture is reasonable for La ions.

Next we investigate the tensile-strain effects on the valence-
band photoemission spectra. As shown in Fig. 3(a), we ob-
serve five characteristic features labeled by A-E at hν = 7.940
keV. According to previous SXPES studies32,35,36, features A
and B are assigned as the anti-bonding states of Ni eg and Ni
t2g orbitals hybridized with O 2p orbitals, respectively. The
bonding and non-bonding states are located at around 2-8 eV
corresponding to features C–E. The valence states around EB

= 0–4 eV, corresponding to A–C, show a systematic tensile-
strain εxx dependence, see Figs. 3(a) and (b), which we will
discuss later. The spectral intensities change between hν =
7.940 keV and 1.487 keV because of the hν dependence of
the photoionization cross-section (dσ/dΩ)51–53. Especially,
the features D and E are enhanced to other features with in-
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FIG. 4. (Color online) Upper two spectra are experimental and calcu-
lated total density of states (DOS) by the LDA calculations valence
spectra at hν = 7.940 keV with p-pol. configuration. The calculated
spectra were obtained by multiplying the Ni 3d, O 2p, La 5p, and
La 5d partial DOS which already taking their respective dσ/dΩ into
account, as shown in Table II. The bottom spectra shows the detail
of the PDOS weights of each elements. All calculated spectra are
multiplied by a Fermi Dirac function at 300 K after the convolutions
with an energy resolution of 250 meV expressed in Gaussian and an
energy-dependent Lorentzian broadening of 200|EB | meV (Ref. [57]
and [58]).

creasing hν from 1.487 to 7.940 keV. To understand the hν
dependence, we evaluate the cross-section51–53

dσ

dΩ
=

σ

4π
[1+β P2(cosθ )+ (γ cos2 θ + δ )sinθ cosϕ)]

for the present experimental geometry. The first two terms and
the third one describes dipolar and nondipolar contributions,
respectively. Table II summarizes the dipole parameter of the
angular distribution (β ) and dσ/dΩ values for each element
at 7.940 keV in and 1.487 keV. The dσ/dΩ value for Ni 3d
and O 2p orbitals decreases from 1.487 keV to 7.940 keV. Re-
markably, the ratio of dσ/dΩ of the La 5p to Ni 3d orbital
is estimated to be ∼77 for 7.940 keV, which is substantially

Core levels Valence bands Near Fermi (QP)
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0 ⟩
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= ∑
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3

ωin,kin

X-ray

Material
e- Photoelectron ω,k

- Valence-band XPS (ARPES) 
  directly measure the low-energy states 
- Core-level XPS  
  Site/element specific excitation 

X-ray photoemission spectroscopy: 
4

TABLE II. The values of β and dσ/dΩ at 7.940 keV and 1.487 keV51–53. Because of the parallel geometry with the analyzer along the electric
field vector [see the inset of Fig. 1(a)], we set to θ = 0→ (ϕ undefined), which means the absent of the third term in equation of dσ/dΩ. Where,
θ is the angle between the electrical field and the momentum of the photoelectron and ϕ is the angle between the photon momentum vector
and the projection of the photoelectron momentum vector on the plane perpendicular to the electrical field vector and containing the photon
momentum vector.

hν 7.940 keV 7.940 keV 1.487 keV
Atomic dσ/dΩ (p-pol.) dσ/dΩ (s-pol.) dσ/dΩ
subsell β (10−4 kb) (10−4 kb) (10−2 kb)
Ni 3d 0.37 1.21 1.07 5.20
O 2p 0.10 0.112 0.128 0.47
La 5p 1.48 93.1 11.1 17.3
La 5d 0.91 8.98 3.46 7.06
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FIG. 3. (Color online) (a) Valence-band spectra at hν = 7.940 keV
and 1.487 keV for LNO thin film on different substrates. All spec-
tra are normalized by the area of valence-band after subtracted by
shierly-type background. The main spectral features are labeled as
A-E. (b) The low-EB valence spectra corresponding to the gray-
shadow region in the panel (a). The dashed arrows in hν = 7.940
keV show εxx-dependence of the peaks A and B.

and O in a simple ionic picture. On the other hand, though its
absolute value is overestimated, the Madelung potential anal-
ysis reproduces the εxx-dependence of ∆EB for the La ion well.
Thus the point-charge picture is reasonable for La ions.

Next we investigate the tensile-strain effects on the valence-
band photoemission spectra. As shown in Fig. 3(a), we ob-
serve five characteristic features labeled by A-E at hν = 7.940
keV. According to previous SXPES studies32,35,36, features A
and B are assigned as the anti-bonding states of Ni eg and Ni
t2g orbitals hybridized with O 2p orbitals, respectively. The
bonding and non-bonding states are located at around 2-8 eV
corresponding to features C–E. The valence states around EB

= 0–4 eV, corresponding to A–C, show a systematic tensile-
strain εxx dependence, see Figs. 3(a) and (b), which we will
discuss later. The spectral intensities change between hν =
7.940 keV and 1.487 keV because of the hν dependence of
the photoionization cross-section (dσ/dΩ)51–53. Especially,
the features D and E are enhanced to other features with in-
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FIG. 4. (Color online) Upper two spectra are experimental and calcu-
lated total density of states (DOS) by the LDA calculations valence
spectra at hν = 7.940 keV with p-pol. configuration. The calculated
spectra were obtained by multiplying the Ni 3d, O 2p, La 5p, and
La 5d partial DOS which already taking their respective dσ/dΩ into
account, as shown in Table II. The bottom spectra shows the detail
of the PDOS weights of each elements. All calculated spectra are
multiplied by a Fermi Dirac function at 300 K after the convolutions
with an energy resolution of 250 meV expressed in Gaussian and an
energy-dependent Lorentzian broadening of 200|EB | meV (Ref. [57]
and [58]).

creasing hν from 1.487 to 7.940 keV. To understand the hν
dependence, we evaluate the cross-section51–53

dσ

dΩ
=

σ

4π
[1+β P2(cosθ )+ (γ cos2 θ + δ )sinθ cosϕ)]

for the present experimental geometry. The first two terms and
the third one describes dipolar and nondipolar contributions,
respectively. Table II summarizes the dipole parameter of the
angular distribution (β ) and dσ/dΩ values for each element
at 7.940 keV in and 1.487 keV. The dσ/dΩ value for Ni 3d
and O 2p orbitals decreases from 1.487 keV to 7.940 keV. Re-
markably, the ratio of dσ/dΩ of the La 5p to Ni 3d orbital
is estimated to be ∼77 for 7.940 keV, which is substantially
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Core levels (no momentum dependence)
Core electrons (holes) completely localized at each ion

- Element specific information (valency) 
- Local electronic structure  
  (Hund’s multiplet, crystal field, and more …)



Result: LDA + DMFT calculation
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FIG. 1. XPS and BIS spectra of NiO showing the 4.3-
eV band gap. Both were collected with a photon energy
of 1486.6 eV.

are shown in Fig. 1. The spectra were scaled in in-
tensity according to the nominally expected ratio of
d electrons to d holes of 8:2. Since the edge struc-
ture in both XPS and BIS exhibits a width corre-
sponding to the experimental resolution of 0.6 eV
full width at half maximum, determined from Ag
Fermi edge spectra, both the valence- and
conduction-band edges must have extremely sharp
cutoffs. On this assumption the band gap is 4.3 eV,
measured as indicated in Fig. 1.' The BIS peak at 4
eV above the Fermi level is identical in position to
the major peak observed in oxidized Ni crystals. '
However, except for tailing into the band gap
caused by the experimental resolution, there is no
detectable structure in the gap, which shows that
structure found nearer the Fermi level in oxidized
Ni' ' is not intrinsic to NiO. Such structure ap-
peared only after intense argon-ion bombardment
and was accompanied by the appearance of an extra
0 1s structure and a change in the Ni 2p line
shapes, suggesting defect formation. Thus the
measured intrinsic gap of NiO has nearly the value
predicted by the local-cluster approach, and is an
order of magnitude larger than predicted by the
band theory.

In Fig. 2 we combine BIS and previously pub-
lished' resonant photoemission spectra from the
same sample to show the complete valence-band
structure. The bar diagram at the top is a qualita-
tive picture of the structure expected from a local-

2340

I I I l I I I I I I I I I I I I I I I I I I I

-20 —10 0 10 20
ENERGY ABOVE EF (eV)

FIG. 2. Complete valence-band structure of NiO. The
bar diagram shows the assignments of the peaks accord-
ing to the local-cluster calculation. Also indicated are the
positions of the 4s and 4p bands. The arrows indicate the
expected energies of the nonexcitonic optical transitions.

cluster model for NiO, as proposed by Fujimori and
Minami. 2'6'7 In this approach a (Ni06)'a cluster
is treated as a separable unit and its electronic struc-
ture is described by configuration interaction.
Although translational symmetry is ignored, local
interactions can be treated explicitly. The most im-
portant interactions included are the d-d Coulomb
interactions and the 0 2p —Ni 3d hybridization. This
is done by consideration of the two-hole configura-
tions contributing to the ground state (d8, d L and
d'aLz), the one-hole states contributing to the
electron-affinity (BIS) spectrum (d and d'aL), and
the three-hole states contributing to the ionization
(XPS) spectrum (d7, dsL, d L, and d'aL3). Holes
are defined relative to filled 3d and ligand (0 2p)
states and L denotes a ligand hole. The conductivi-
ty gap is then given by the minimum energy re-
quired to remove an electron from one such cluster
plus the minimum energy required to add it to
another such cluster. The optical spectrum in-
cludes, in addition to the intercluster transitions,
also the intracluster transitions given by various
possible two-hole states of a cluster. These latter
transitions will be highly localized (excitonic) pro-
vided their energies lie inside the conductivity gap.

A d' L peak is expected to occur at 18 eV in BIS



Result: LDA + DMFT calculation
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When U is larger than the band width W, 
the system can be an insulator with localized electrons 

 : Mott insulator

G. Kotliar and D. Vollhardt, Physics Today 57 (2004) 
: solved by dynamical mean-field theory (DMFT)

Figure 5: Change of the density of states depending on the Hubbard U , taken
from [8]

the critical values on the metallic side Uc1 and on the insulating side Uc2. The
point where Uc1 and Uc2 are crossing is the critical end point. At this point
the system has a second order transition. The real first order transition line
(dashed line) in the coexistence region is obtained by analyzing the minimum
of the free energy. It proceeds from the critical end point downwards and
bends slightly towards the Uc2 line, because the Uc2 line has a second order
transition at T = 0.
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Hubbard model (Kinetic energy + On-site Coulomb repulsion)

G. Kotliar and D. Vollhardt, Physics Today 57 (2004) 
: solved by dynamical mean-field theory (DMFT)
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(dashed line) in the coexistence region is obtained by analyzing the minimum
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bends slightly towards the Uc2 line, because the Uc2 line has a second order
transition at T = 0.
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However, both coherent and incoherent parts are drasti-
cally enhanced in a V 2p! 3d resonance photoemission
(not shown), and are therefore assigned to the effective V
3d states around EF [20]. Since the oxygen admixture to
these predominantly 3d states is very minor, the relativeV
3d=O 2p cross section which also changes by only 8%
from h! " 275 and 900 eV [21] can be neglected. Also
note that the effect of PES matrix elements is generally
small for high-h! angle-integrated spectra. Therefore, the
monotonous increase of the coherent part with h! is
inevitably attributed to an increased bulk sensitivity.

We have obtained the bulk V 3d [20] PES, Fig. 1(d), of
Sr1!xCaxVO3 from the data at h! " 900 and 275 eV by
the following procedure [22]: (i) The mean free path "
has been calculated as #17 and #7 !A at h! " 900 and
275 eV [7]. (ii) The bulk weight R ( < 1, depending on h!)
should be determined as exp$!s="% where s is a ‘‘surface
thickness.’’ Therefore Rs at 900 eV (R900) and 275 eV

(R275) are related as R275 " R900
2:4. (iii) The observed V

3d PES intensity at h! " 900 eV is represented as
I900$E% " IB$E%R900 & IS$E%$1! R900% while I275$E% "
IB$E%R900

2:4 & IS$E%$1! R900
2:4%, where IB$E%=IS$E% is

the bulk/surface 3d PES and E stands for the energy
relative to EF. (4) If s is assumed to be 7:5 !A correspond-
ing to about twice the V-O-V distance, [2] R900 (R275) is
determined as #0:64 ( # 0:34). With this R900 we obtain
the 3d bulk PES IB$E% shown in Fig. 1(d), noting that
IB$E% hardly changes ( < 15% at EF) even when we
assume s to range from 5.4 to 11 !A. In contrast to the
previous PES, the bulk 3d PES are almost equivalent
among the three compounds, indicating that the V-O-V
distortion does not much influence the occupied bulk 3d
states in Sr1!xCaxVO3. This is consistent with the ther-
modynamic properties. It should be noticed that on
scraped sample surfaces nearly x-independent bulk spec-
tral functions could not be obtained [11].

Figure 2 shows the local-density approximation (LDA)
density of states (DOS) for SrVO3 and CaVO3 which we
obtained using the TBLMTO47 code of Andersen and co-
workers [23] as well as a full-potential linearized aug-
mented plane wave (FLAPW) method. The van Hove–
like peak of the latter can also be obtained by a linear
muffin-tin ortibal (LMTO) method [24], leading to minor
differences which are, however, not important for our
LDA& DMFT calculations. Most importantly, the one-
electron t2g bandwidth of CaVO3, defined as the energy
interval where the DOS in Fig. 2 is nonzero, is found to be
only 4% smaller than that of SrVO3 (WCaVO3

" 2:5 eV,
WSrVO3

" 2:6 eV). The small reduction of the bandwidth
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FIG. 2. Comparison of the LDA DOS of theV 3d t2g band for
SrVO3 (line with cross marks) and CaVO3 (dashed line) ob-
tained by using the LMTO method. The V 3d (t2g & eg) partial
DOS for SrVO3 (solid line) obtained by using the FLAPW
method is also shown. In CaVO3 the degeneracy of the three t2g
bands is lifted (see inset).
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FIG. 1. (a) Raw spectrum of the high-resolution PES near EF
of CaVO3 (squares) and the fitted tails of O 2p contributions.
(b) V 3d PES of Sr1!xCaxVO3 at h! " 900 eV obtained by
subtracting the fitted tails of O 2p contributions from the raw
spectra as in (a). (c) h! dependence of theV 3d PES normalized
by the incoherent spectral weight ranging from !0:8 to
!2:6 eV. (d) Bulk V 3d PES of Sr1!xCaxVO3 as obtained by
the procedure described in the text.
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Ti3+, V3+, and Cr3+, respectively. Although the de-
tails depend weakly on n the general trend and basic
physics is independent of n.

In Fig. 2 we show the calculated band gap as a func-
tion of 5 for various values of U. The actual calcula-
tion is for n = 8 corresponding to Ni2+ as in NiO, NiS,
and Ni dihalides. We see that for U & 5 (right-hand
side) the band gap is proportional to Uand we are in a
Mott-Hubbard region. On the other hand, for U & 6
(converging lines) the gap is proportional to b, and is
of a charge-transfer nature. Also we see that for
U=O, or equivalently if correlation and exchange is
treated as an effective one-particle potential as in band
theory, Eg,~=O for all 5 and the system is metallic.
Also for U large but 5 & 8'/2 we obtain a metallic
ground state.

In Fig. 3 we have summarized the above in a kind of
phase diagram. The heavy solid line is where the band
gap is 0.5 T. To the left and below this line the transla-
tion symmetry of the cations which we neglected will
be important and if so the system may be metallic.
The dashed line is where Eg,~

= 0 in our calculation.
We now discuss briefly the various regions marked

in Fig. 3.
(A) Mott Hubbard in-sulators: E~,~~ U; both holes

and electrons move in d bands and are heavy. Exam-
ples are V203, Ti203, Cr203 and their halides.

(B) Charge transfer s-emieonduetors: Eg,~~ 5 (and
proportional to the electronegativity of the anion);
holes are light (anion valence band) and electrons are
heavy (d bands). Examples are CuC12, CuBr2, CuO,
NiC12, NiBr2, and NiI2.

(AB) Intermediate region bounded by two curves
which show the appearance of bound states determin-
ing the lowest-energy (n —1)-electron states. Holes
of intermediate mass, heavy electrons. Examples are

NiQ, NiF2, CuF2.
(C) d ban-d metals: Both holes and electrons are

heavy. Examples are the high-temperature phases of
V203, Ti203, TiO, and Cr02.

(D) "p" type -metals: Holes in the anion valence
band (light holes). Examples are CuS, CuSe, and
NiSe. The pyrites (NiS2, etc.) would belong to this
class but the holes in the anion valence bands are ac-
commodated in antibonding orbitals of sulfur pairs,
forming a band gap. Also CuI2, if it existed, would
belong here but apparently the material would rather
form CuI and I than have holes in the iodine Sp
band. "

(CD+C'D) Intermediate region in which there are
strong fluctuations between the states d", d" +'L, d"L,
and d" +' since a11 have considerable weight close to
the Fermi level. For U large this could describe NiS
and for U small it describes semimetallic TiS& and
TiSe2. In the region C'D the calculated gap is unphysi-
cally negative although small ( & 0.1T). The negative
sign may indicate that a nonuniform ground-state
charge distribution has a lower energy than the as-
sumed uniform charge density although, as remarked
above, the neglect of transition-metal translational
symmetry makes the theory questionable in this re-
gion.

In conclusion, we have presented a theory which
describes a large variety of transition-metal com-
pounds. We have shown that a large d dCoulomb -in-
teraction is necessary but not sufficient to obtain a
large band gap. We have also indicated why the re-
placement of exchange and correlation effects by an
effective one-particle potential leads to anomalously
small gaps or even metallic systems.

We have shown that for U & 5, as expected for the
heavier transition metals, the gap is of charge-transfer

U= 10

CL.
U 3—

6-,
U—5-
T

I I I

-2 -1 0 1
I I I I I

2 3 4 5 6
I I I I

7 8 9 10
-2 -1 0 1 2 3 4 5 6 7 8 9 1D 11 12

FIG. 2. The calculated band gap as a function of 6 for
various values of Uall in units of T. For the materials con-
sidered 1.0 eV ( T ( 1.5 eV and 8' = 3 T.

FIG. 3. A phase diagram exhibiting the various regions
discussed in the text. The heavy solid line is the serni-
conductor-metal separation line.
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CT type

Mott type

these oxides need to be reclassified as either intermediate
between the charge-transfer and Mott-Hubbard regimes, or in
the charge-transfer regime itself. For example, V2O5 is pre-
dicted to be a charge-transfer insulator, while SrTiO3 ,
TiO2 , V2O3 , LaVO3 , LaCrO3 , and Cr2O3 are all in the
intermediate region. Values for TiO, YTiO3 , and LaTiO3
place them in the Mott-Hubbard regime. While there is some
uncertainty in the analysis of the d0 and d1 compounds due
to the error in D , the above predictions are in accordance
with a study by Torrence et al.,18 based on Madelung poten-
tial calculations where they have classified SrTiO3 and
TiO2 as charge-transfer insulators and V2O3 , LaVO3 ,
LaCrO3 , and Cr2O3 in the intermediate region. VO2 and
SrVO3 ~V41) are already in the charge-transfer regime, in
accordance with the trend that D decreases with increasing
formal valence, and one might expect V2O5 to be a charge-
transfer insulator in their scheme. TiO, LaTiO3 , and Ti2O3
are predicted to be in the Mott-Hubbard regime.

Using the values in Table I and from previous works, we
may now draw a revised D-U plot for oxides across the TM
series from Ti and Cu, as shown in Fig. 15. Values have been
normalized by the effective hybridization strength Teff and
error bars for representative compounds are indicated on the
figure. The large covalency between the metal d states and
the ligand p states makes the distinction between charge-
transfer and Mott-Hubbard-type compounds less clear for the
early TM compounds, and most fall in the intermediate re-
gion of the diagram.

V. CONCLUSION

We have investigated using a cluster model analysis the
electronic structures of a range of early TM oxides with for-
mal metal valences ranging from 21 to 51 and formal
d-electron numbers ranging from 0 to 2. The analysis of the
metal 2p core-level spectra reveals a strong covalency be-
tween the metal d and the oxygen p orbitals. Parameter val-
ues for D and U continue the systematic trends established
for the late TM compounds, although the large hybridization
energy increases the uncertainty in the value of D as the
number of d electrons becomes smaller. The large covalency
of the early TM oxides is in agreement with recent band-
structure calculations that suggest that the charge density at
the TM site is much greater than that suggested by the formal
valence state.

The present study provides further support for a charge-
transfer mechanism for the satellites of the early TM com-
pounds, as first pointed out by Okada and Kotani.7 The val-
ues for D and U obtained here also suggest that many early
TM compounds may be reclassified as intermediate between

the charge-transfer regime and the Mott-Hubbard regime, or
in the charge-transfer regime itself. The early TM com-
pounds are characterized by a large p-d hybridization, mak-
ing the distinction between the two regimes less clear. Thus
the strong covalency in these compounds arises from the
strength of the hybridization, in spite of the general trend of
increasing D within any series of compounds as we go from
Fe to Ti. This is in contrast to the late TM compounds, where
strong covalency arises from the closeness of the p and d
levels, resulting in a small, or negative, value of D .
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(Noninteracting) 
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e-e-
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U

Anderson impurity model 

full many-body Hamiltonian to a simpler, effective model
retains the essence of the physical phenomena one wants
to understand, but is itself a complicated problem. 

One of the simplest models of correlated electrons is
the Hubbard Hamiltonian, defined in equation 2b of box 2.
This Hamiltonian describes electrons with spin directions
s ⊂ R or A moving between localized states at lattice sites
i and j. The electrons interact only when they meet on the
same lattice site i. (The Pauli principle requires them to
have opposite spin.) The kinetic energy and the interac-
tion energy are characterized by the hopping term tij and
the local Coulomb repulsion U, respectively. These two

terms compete because the kinetic part favors the elec-
trons’ being as mobile as possible, while the interaction en-
ergy is minimal when electrons stay apart from each
other—that is, localized on atomic different sites. This
competition is at the very heart of the electronic many-
body problem. The parameters that determine the proper-
ties described by the Hubbard model are the ratio of the
Coulomb interaction U and the bandwidth W (W is deter-
mined by the hopping, tij), the temperature T, and the dop-
ing or number of electrons. 

The lattice structure and hopping terms influence the
ability of the electrons to order magnetically, especially in
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Figure 1. Dynamical mean-field theory (DMFT) of correlated-electron solids replaces the full lattice of atoms and electrons
with a single impurity atom imagined to exist in a bath of electrons. The approximation captures the dynamics of electrons
on a central atom (in orange) as it fluctuates among different atomic configurations, shown here as snapshots in time. In the
simplest case of an s orbital occupying an atom, fluctuations could vary among +0¬, +R¬, +A¬, or +RA¬, which refer to an unoc-
cupied state, a state with a single electron of spin-up, one with spin-down, and a doubly occupied state with opposite spins.
In this illustration of one possible sequence involving two transitions, an atom in an empty state absorbs an electron from the
surrounding reservoir in each transition. The hybridization Vn is the quantum mechanical amplitude that specifies how likely
a state flips between two different configurations.

In DFT, the basic quantity is the local electronic charge den-
sity of the solid, r(r). The total energy of the full, many-body

problem of interacting quantum mechanical particles is ex-
pressed as a functional of this density:

(1a)

The equation contains three parts: the kinetic energy of a
noninteracting system T[r]; the potential energy of the crys-
tal, Vext(r), plus the Hartree contribution to the Coulomb in-
teraction between the charges; and the rest, denoted as the
exchange and correlation energy term Exc. Minimizing the
functional results in the Kohn–Sham equations

(1b)

which have the form of one-particle Schrödinger equations
with a potential VKS(r). This Kohn–Sham potential represents
a static mean field of the electrons and has to be determined

from the self-consistency condition

(1c)

The Kohn–Sham equations serve as a reference system for
DFT because they yield the correct ground-state density via

(1d)

where f (ei) is the Fermi function. That is, although the
Kohn–Sham equations describe a noninteracting single-particle 
system, they give the correct density of the many-body inter-
acting system. Practical implementations require explicit, al-
beit approximate, expressions for Exc (for example, the local
density approximation obtained from the uniform electron
gas). Although the eigenvalues and eigenvectors of these
equations cannot be identified rigorously with the excitations
of the solid, if electrons are weakly correlated the energies ei
are often a very good starting point for computing the true ex-
citation spectra by perturbation theory in the screened
Coulomb interaction.

Box 1. Density Functional Theory
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full many-body Hamiltonian to a simpler, effective model
retains the essence of the physical phenomena one wants
to understand, but is itself a complicated problem. 

One of the simplest models of correlated electrons is
the Hubbard Hamiltonian, defined in equation 2b of box 2.
This Hamiltonian describes electrons with spin directions
s ⊂ R or A moving between localized states at lattice sites
i and j. The electrons interact only when they meet on the
same lattice site i. (The Pauli principle requires them to
have opposite spin.) The kinetic energy and the interac-
tion energy are characterized by the hopping term tij and
the local Coulomb repulsion U, respectively. These two

terms compete because the kinetic part favors the elec-
trons’ being as mobile as possible, while the interaction en-
ergy is minimal when electrons stay apart from each
other—that is, localized on atomic different sites. This
competition is at the very heart of the electronic many-
body problem. The parameters that determine the proper-
ties described by the Hubbard model are the ratio of the
Coulomb interaction U and the bandwidth W (W is deter-
mined by the hopping, tij), the temperature T, and the dop-
ing or number of electrons. 

The lattice structure and hopping terms influence the
ability of the electrons to order magnetically, especially in
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on a central atom (in orange) as it fluctuates among different atomic configurations, shown here as snapshots in time. In the
simplest case of an s orbital occupying an atom, fluctuations could vary among +0¬, +R¬, +A¬, or +RA¬, which refer to an unoc-
cupied state, a state with a single electron of spin-up, one with spin-down, and a doubly occupied state with opposite spins.
In this illustration of one possible sequence involving two transitions, an atom in an empty state absorbs an electron from the
surrounding reservoir in each transition. The hybridization Vn is the quantum mechanical amplitude that specifies how likely
a state flips between two different configurations.

In DFT, the basic quantity is the local electronic charge den-
sity of the solid, r(r). The total energy of the full, many-body

problem of interacting quantum mechanical particles is ex-
pressed as a functional of this density:

(1a)

The equation contains three parts: the kinetic energy of a
noninteracting system T[r]; the potential energy of the crys-
tal, Vext(r), plus the Hartree contribution to the Coulomb in-
teraction between the charges; and the rest, denoted as the
exchange and correlation energy term Exc. Minimizing the
functional results in the Kohn–Sham equations

(1b)

which have the form of one-particle Schrödinger equations
with a potential VKS(r). This Kohn–Sham potential represents
a static mean field of the electrons and has to be determined

from the self-consistency condition

(1c)

The Kohn–Sham equations serve as a reference system for
DFT because they yield the correct ground-state density via

(1d)

where f (ei) is the Fermi function. That is, although the
Kohn–Sham equations describe a noninteracting single-particle 
system, they give the correct density of the many-body inter-
acting system. Practical implementations require explicit, al-
beit approximate, expressions for Exc (for example, the local
density approximation obtained from the uniform electron
gas). Although the eigenvalues and eigenvectors of these
equations cannot be identified rigorously with the excitations
of the solid, if electrons are weakly correlated the energies ei
are often a very good starting point for computing the true ex-
citation spectra by perturbation theory in the screened
Coulomb interaction.

Box 1. Density Functional Theory
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Extension of DMFT to recover k-dependence 

- Cluster embedding 
- Diagrammatic extension …  
  Ref. G. Rohrenger et al., Rev. Mod. Phys. 90, 025003 (2018) 
          T. Maier et al., Rev. Mod. Phys. 77, 1027 (2005)

: self-consistent condition 

(incl. all local skeleton diagram contributions)

-resolved spectral density 
renormalized by local interaction 
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wannier90: A tool for obtaining maximally-localised Wannier functions  
A. A. Mostofi, et al., Comput. Phys. Commun. 178, 685 (2008)
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FIG. 1. (a) LDA + DMFT valence spectra of NiO. The experimental data (black, dotted) are taken from Ref. [49]. (b) DMFT hybridization
function. (c) Ni L3-edge XAS calculated by LDA + DMFT (solid), cluster model (blue, dashed) and the experimental data in Ref. [50]. RIXS
spectra calculated by (d) LDA + DMFT. (e) experimental data [51]. (f) RIXS spectra calculated by the cluster model. (g) RIXS spectra
calculated without hybridization intensities from −2.0 to 0.0 eV. The RIXS intensities above the horizontal lines (white) are magnified by a
factor indicated in panels. The spectral broadening is taken into account using a Gaussian of 150 meV for RIXS, a Lorentzian 250 meV for
XAS, and a Gaussian 600 meV for valence XPS.

intensities. The contribution to XAS from an initial state |n〉
is given by

F (n)
XAS(ωin ) = − 1

π
Im

∑

n

〈n|T †
i

1

ωin + En − ĤAIM + i#
Ti|n〉.

For comparison, we present L-edge XAS and RIXS spectra
calculated by the cluster model. The on-site Hamiltonian
of the cluster model has the same form as ĤTM, while the
hybridization part takes into account only molecular orbitals
composed of nearest-neighboring ligand p states, thus in-
evitably excitations are bounded within the cluster. Our con-
struction of the cluster model can be found in Ref. [48].

III. RESULTS AND DISCUSSION

A. NiO

Figure 1(a) shows the valence spectra of NiO calcu-
lated by LDA + DMFT in the antiferromagnetic state at
T = 300 K (below the experimental Néel temperature of
525 K). We employed U = 7.0 eV and J = 1.2 eV [25].
We find a fair agreement with experimental photoemission
and inverse photoemission data [49] for µdc in the range
of 50 − 52 eV (The µdc dependence of valence, XAS and
RIXS spectra can be found in Appendix B). Here we present
the result obtained with µdc = 50 eV. Figure 1(c) shows
Ni L2,3-edge XAS calculated using the LDA + DMFT and
cluster model, together with the experimental data [50].
The Ni L2,3 XAS is composed of the main line (ωin be-
tween 850 − 855 eV), corresponding to |cd9〉 final-state con-
figuration, and the weak satellite (ωin ∼ 856 eV), corre-
sponding to |cd10v〉 configuration. Here, c and v denote a
hole in 2p core level and valence bands, respectively. The

LDA + DMFT and cluster-model results are almost identical
to each other and show a good agreement with the experimen-
tal data. The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS final
states.

Figure 1(d) shows Ni L3-RIXS map obtained by LDA +
DMFT. For comparison, Figs. 1(e) and 1(f) show the cluster-
model result and the experimental data [51]. Three distinct
RIXS features are observed: RL d-d excitations (ωloss = 1 −
4 eV); the CT excitations (ωloss = 4 − 8 eV) showing a broad
feature along ωloss; FL feature, showing a linear increasing
feature with ωin. The RL and CT excitations resonate mainly
at the L3 main line, while the FL feature appears for ωin >
855 eV. The LDA + DMFT spectrum shows a good overall
agreement with the experimental data. In the cluster-model
result, though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is missing due to
the lack of the unbound EHP continuum in this description.
The lowest d-d peak at 1.0 eV in the experimental data,
corresponding to a single excitation from t2g orbit to eg orbit
in the one-electron picture [52], is located at around 0.85 eV
in both the LDA + DMFT and cluster-model results, see also
Appendix B. The quantitative discrepancy could be attributed
to underestimation of the eg-t2g splitting due to covalency in
the present LDA calculation [17].

The FL feature originates from unbound EHP excitations.
The low ωloss-region of the FL features reflects the EHPs
that involve low-energy valence bands, as demonstrated in
Fig. 1(g). There the hybridization intensity V (ε) (from −2 to
0 eV), see Fig. 1(b), is numerically removed, thus prohibiting
creation of a hole in the low-energy valence bands in the RIXS
process. As a result, the low-ωloss part of the FL feature around
4 − 6 eV disapprears.
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XAS, and a Gaussian 600 meV for valence XPS.
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For comparison, we present L-edge XAS and RIXS spectra
calculated by the cluster model. The on-site Hamiltonian
of the cluster model has the same form as ĤTM, while the
hybridization part takes into account only molecular orbitals
composed of nearest-neighboring ligand p states, thus in-
evitably excitations are bounded within the cluster. Our con-
struction of the cluster model can be found in Ref. [48].

III. RESULTS AND DISCUSSION

A. NiO

Figure 1(a) shows the valence spectra of NiO calcu-
lated by LDA + DMFT in the antiferromagnetic state at
T = 300 K (below the experimental Néel temperature of
525 K). We employed U = 7.0 eV and J = 1.2 eV [25].
We find a fair agreement with experimental photoemission
and inverse photoemission data [49] for µdc in the range
of 50 − 52 eV (The µdc dependence of valence, XAS and
RIXS spectra can be found in Appendix B). Here we present
the result obtained with µdc = 50 eV. Figure 1(c) shows
Ni L2,3-edge XAS calculated using the LDA + DMFT and
cluster model, together with the experimental data [50].
The Ni L2,3 XAS is composed of the main line (ωin be-
tween 850 − 855 eV), corresponding to |cd9〉 final-state con-
figuration, and the weak satellite (ωin ∼ 856 eV), corre-
sponding to |cd10v〉 configuration. Here, c and v denote a
hole in 2p core level and valence bands, respectively. The

LDA + DMFT and cluster-model results are almost identical
to each other and show a good agreement with the experimen-
tal data. The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS final
states.

Figure 1(d) shows Ni L3-RIXS map obtained by LDA +
DMFT. For comparison, Figs. 1(e) and 1(f) show the cluster-
model result and the experimental data [51]. Three distinct
RIXS features are observed: RL d-d excitations (ωloss = 1 −
4 eV); the CT excitations (ωloss = 4 − 8 eV) showing a broad
feature along ωloss; FL feature, showing a linear increasing
feature with ωin. The RL and CT excitations resonate mainly
at the L3 main line, while the FL feature appears for ωin >
855 eV. The LDA + DMFT spectrum shows a good overall
agreement with the experimental data. In the cluster-model
result, though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is missing due to
the lack of the unbound EHP continuum in this description.
The lowest d-d peak at 1.0 eV in the experimental data,
corresponding to a single excitation from t2g orbit to eg orbit
in the one-electron picture [52], is located at around 0.85 eV
in both the LDA + DMFT and cluster-model results, see also
Appendix B. The quantitative discrepancy could be attributed
to underestimation of the eg-t2g splitting due to covalency in
the present LDA calculation [17].

The FL feature originates from unbound EHP excitations.
The low ωloss-region of the FL features reflects the EHPs
that involve low-energy valence bands, as demonstrated in
Fig. 1(g). There the hybridization intensity V (ε) (from −2 to
0 eV), see Fig. 1(b), is numerically removed, thus prohibiting
creation of a hole in the low-energy valence bands in the RIXS
process. As a result, the low-ωloss part of the FL feature around
4 − 6 eV disapprears.
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Result: LDA + DMFT calculation
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✔ Both low- and high-energy physics 
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directly involved 
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✔ Large insulating gap  
in paramagnetic solution 

✔ Complex spectral distribution  
due to many-body effect  

DFT + Dynamical mean-field theory (DMFT) 
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FIG. 1. XPS and BIS spectra of NiO showing the 4.3-
eV band gap. Both were collected with a photon energy
of 1486.6 eV.

are shown in Fig. 1. The spectra were scaled in in-
tensity according to the nominally expected ratio of
d electrons to d holes of 8:2. Since the edge struc-
ture in both XPS and BIS exhibits a width corre-
sponding to the experimental resolution of 0.6 eV
full width at half maximum, determined from Ag
Fermi edge spectra, both the valence- and
conduction-band edges must have extremely sharp
cutoffs. On this assumption the band gap is 4.3 eV,
measured as indicated in Fig. 1.' The BIS peak at 4
eV above the Fermi level is identical in position to
the major peak observed in oxidized Ni crystals. '
However, except for tailing into the band gap
caused by the experimental resolution, there is no
detectable structure in the gap, which shows that
structure found nearer the Fermi level in oxidized
Ni' ' is not intrinsic to NiO. Such structure ap-
peared only after intense argon-ion bombardment
and was accompanied by the appearance of an extra
0 1s structure and a change in the Ni 2p line
shapes, suggesting defect formation. Thus the
measured intrinsic gap of NiO has nearly the value
predicted by the local-cluster approach, and is an
order of magnitude larger than predicted by the
band theory.

In Fig. 2 we combine BIS and previously pub-
lished' resonant photoemission spectra from the
same sample to show the complete valence-band
structure. The bar diagram at the top is a qualita-
tive picture of the structure expected from a local-

2340
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FIG. 2. Complete valence-band structure of NiO. The
bar diagram shows the assignments of the peaks accord-
ing to the local-cluster calculation. Also indicated are the
positions of the 4s and 4p bands. The arrows indicate the
expected energies of the nonexcitonic optical transitions.

cluster model for NiO, as proposed by Fujimori and
Minami. 2'6'7 In this approach a (Ni06)'a cluster
is treated as a separable unit and its electronic struc-
ture is described by configuration interaction.
Although translational symmetry is ignored, local
interactions can be treated explicitly. The most im-
portant interactions included are the d-d Coulomb
interactions and the 0 2p —Ni 3d hybridization. This
is done by consideration of the two-hole configura-
tions contributing to the ground state (d8, d L and
d'aLz), the one-hole states contributing to the
electron-affinity (BIS) spectrum (d and d'aL), and
the three-hole states contributing to the ionization
(XPS) spectrum (d7, dsL, d L, and d'aL3). Holes
are defined relative to filled 3d and ligand (0 2p)
states and L denotes a ligand hole. The conductivi-
ty gap is then given by the minimum energy re-
quired to remove an electron from one such cluster
plus the minimum energy required to add it to
another such cluster. The optical spectrum in-
cludes, in addition to the intercluster transitions,
also the intracluster transitions given by various
possible two-hole states of a cluster. These latter
transitions will be highly localized (excitonic) pro-
vided their energies lie inside the conductivity gap.

A d' L peak is expected to occur at 18 eV in BIS
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FIG. 1. (a) LDA + DMFT valence spectra of NiO. The experimental data (black, dotted) are taken from Ref. [49]. (b) DMFT hybridization
function. (c) Ni L3-edge XAS calculated by LDA + DMFT (solid), cluster model (blue, dashed) and the experimental data in Ref. [50]. RIXS
spectra calculated by (d) LDA + DMFT. (e) experimental data [51]. (f) RIXS spectra calculated by the cluster model. (g) RIXS spectra
calculated without hybridization intensities from −2.0 to 0.0 eV. The RIXS intensities above the horizontal lines (white) are magnified by a
factor indicated in panels. The spectral broadening is taken into account using a Gaussian of 150 meV for RIXS, a Lorentzian 250 meV for
XAS, and a Gaussian 600 meV for valence XPS.

intensities. The contribution to XAS from an initial state |n〉
is given by

F (n)
XAS(ωin ) = − 1

π
Im

∑

n

〈n|T †
i

1
ωin + En − ĤAIM + i#

Ti|n〉.

For comparison, we present L-edge XAS and RIXS spectra
calculated by the cluster model. The on-site Hamiltonian
of the cluster model has the same form as ĤTM, while the
hybridization part takes into account only molecular orbitals
composed of nearest-neighboring ligand p states, thus in-
evitably excitations are bounded within the cluster. Our con-
struction of the cluster model can be found in Ref. [48].

III. RESULTS AND DISCUSSION

A. NiO

Figure 1(a) shows the valence spectra of NiO calcu-
lated by LDA + DMFT in the antiferromagnetic state at
T = 300 K (below the experimental Néel temperature of
525 K). We employed U = 7.0 eV and J = 1.2 eV [25].
We find a fair agreement with experimental photoemission
and inverse photoemission data [49] for µdc in the range
of 50 − 52 eV (The µdc dependence of valence, XAS and
RIXS spectra can be found in Appendix B). Here we present
the result obtained with µdc = 50 eV. Figure 1(c) shows
Ni L2,3-edge XAS calculated using the LDA + DMFT and
cluster model, together with the experimental data [50].
The Ni L2,3 XAS is composed of the main line (ωin be-
tween 850 − 855 eV), corresponding to |cd9〉 final-state con-
figuration, and the weak satellite (ωin ∼ 856 eV), corre-
sponding to |cd10v〉 configuration. Here, c and v denote a
hole in 2p core level and valence bands, respectively. The

LDA + DMFT and cluster-model results are almost identical
to each other and show a good agreement with the experimen-
tal data. The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS final
states.

Figure 1(d) shows Ni L3-RIXS map obtained by LDA +
DMFT. For comparison, Figs. 1(e) and 1(f) show the cluster-
model result and the experimental data [51]. Three distinct
RIXS features are observed: RL d-d excitations (ωloss = 1 −
4 eV); the CT excitations (ωloss = 4 − 8 eV) showing a broad
feature along ωloss; FL feature, showing a linear increasing
feature with ωin. The RL and CT excitations resonate mainly
at the L3 main line, while the FL feature appears for ωin >
855 eV. The LDA + DMFT spectrum shows a good overall
agreement with the experimental data. In the cluster-model
result, though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is missing due to
the lack of the unbound EHP continuum in this description.
The lowest d-d peak at 1.0 eV in the experimental data,
corresponding to a single excitation from t2g orbit to eg orbit
in the one-electron picture [52], is located at around 0.85 eV
in both the LDA + DMFT and cluster-model results, see also
Appendix B. The quantitative discrepancy could be attributed
to underestimation of the eg-t2g splitting due to covalency in
the present LDA calculation [17].

The FL feature originates from unbound EHP excitations.
The low ωloss-region of the FL features reflects the EHPs
that involve low-energy valence bands, as demonstrated in
Fig. 1(g). There the hybridization intensity V (ε) (from −2 to
0 eV), see Fig. 1(b), is numerically removed, thus prohibiting
creation of a hole in the low-energy valence bands in the RIXS
process. As a result, the low-ωloss part of the FL feature around
4 − 6 eV disapprears.
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FIG. 1. (a) LDA + DMFT valence spectra of NiO. The experimental data (black, dotted) are taken from Ref. [49]. (b) DMFT hybridization
function. (c) Ni L3-edge XAS calculated by LDA + DMFT (solid), cluster model (blue, dashed) and the experimental data in Ref. [50]. RIXS
spectra calculated by (d) LDA + DMFT. (e) experimental data [51]. (f) RIXS spectra calculated by the cluster model. (g) RIXS spectra
calculated without hybridization intensities from −2.0 to 0.0 eV. The RIXS intensities above the horizontal lines (white) are magnified by a
factor indicated in panels. The spectral broadening is taken into account using a Gaussian of 150 meV for RIXS, a Lorentzian 250 meV for
XAS, and a Gaussian 600 meV for valence XPS.

intensities. The contribution to XAS from an initial state |n〉
is given by

F (n)
XAS(ωin ) = − 1

π
Im
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n

〈n|T †
i

1
ωin + En − ĤAIM + i#

Ti|n〉.

For comparison, we present L-edge XAS and RIXS spectra
calculated by the cluster model. The on-site Hamiltonian
of the cluster model has the same form as ĤTM, while the
hybridization part takes into account only molecular orbitals
composed of nearest-neighboring ligand p states, thus in-
evitably excitations are bounded within the cluster. Our con-
struction of the cluster model can be found in Ref. [48].

III. RESULTS AND DISCUSSION

A. NiO

Figure 1(a) shows the valence spectra of NiO calcu-
lated by LDA + DMFT in the antiferromagnetic state at
T = 300 K (below the experimental Néel temperature of
525 K). We employed U = 7.0 eV and J = 1.2 eV [25].
We find a fair agreement with experimental photoemission
and inverse photoemission data [49] for µdc in the range
of 50 − 52 eV (The µdc dependence of valence, XAS and
RIXS spectra can be found in Appendix B). Here we present
the result obtained with µdc = 50 eV. Figure 1(c) shows
Ni L2,3-edge XAS calculated using the LDA + DMFT and
cluster model, together with the experimental data [50].
The Ni L2,3 XAS is composed of the main line (ωin be-
tween 850 − 855 eV), corresponding to |cd9〉 final-state con-
figuration, and the weak satellite (ωin ∼ 856 eV), corre-
sponding to |cd10v〉 configuration. Here, c and v denote a
hole in 2p core level and valence bands, respectively. The

LDA + DMFT and cluster-model results are almost identical
to each other and show a good agreement with the experimen-
tal data. The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS final
states.

Figure 1(d) shows Ni L3-RIXS map obtained by LDA +
DMFT. For comparison, Figs. 1(e) and 1(f) show the cluster-
model result and the experimental data [51]. Three distinct
RIXS features are observed: RL d-d excitations (ωloss = 1 −
4 eV); the CT excitations (ωloss = 4 − 8 eV) showing a broad
feature along ωloss; FL feature, showing a linear increasing
feature with ωin. The RL and CT excitations resonate mainly
at the L3 main line, while the FL feature appears for ωin >
855 eV. The LDA + DMFT spectrum shows a good overall
agreement with the experimental data. In the cluster-model
result, though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is missing due to
the lack of the unbound EHP continuum in this description.
The lowest d-d peak at 1.0 eV in the experimental data,
corresponding to a single excitation from t2g orbit to eg orbit
in the one-electron picture [52], is located at around 0.85 eV
in both the LDA + DMFT and cluster-model results, see also
Appendix B. The quantitative discrepancy could be attributed
to underestimation of the eg-t2g splitting due to covalency in
the present LDA calculation [17].

The FL feature originates from unbound EHP excitations.
The low ωloss-region of the FL features reflects the EHPs
that involve low-energy valence bands, as demonstrated in
Fig. 1(g). There the hybridization intensity V (ε) (from −2 to
0 eV), see Fig. 1(b), is numerically removed, thus prohibiting
creation of a hole in the low-energy valence bands in the RIXS
process. As a result, the low-ωloss part of the FL feature around
4 − 6 eV disapprears.
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   (Covent bonding information  
    encoded in the low-energy band)



Result: LDA + DMFT calculation

Q1. How to determine the interacting part 
       of the Hamiltonian

DFT based routes 
✔ Constrained LDA, Constrained RPA 

Experimental routes 
✔ Fitting various spectroscopic experiment 

F. Aryasetiawan et al., Phys. Rev. B 70, 195104 (2004)
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in which one would construct a Hubbard model with a static
interaction U:

H = !
Rn,R!n!

cRn
† hRn,R!n!cR!n!

+
1
2 !
R,nn!,mm!

cRn
† cRn!Unn!,mm!cRm

† cRm!. "8#

It seems natural to identify the static Hubbard U with the
(partially) screened local interaction in the low-frequency
limit Wr"!=0#. Note that the Hubbard model (8) has been
constructed in the simplest manner, by simply taking the
quadratic part to be the d block of the noninteracting Hamil-
tonian.

In order to compare the results obtained from the full
dynamical U to those of the static Hubbard model, we need
to solve Eqs. (6) and (8) within some consistent approxima-
tion scheme. In the following, the exact self-energy for the
solid is assumed to be given by the GWA. Since we are
considering a system with moderate correlation strength
"U /bandwidth$unity# the GW approximation may still be a
reasonable tool to use in solving the effective models (6) and
(8). This allows us to make a proper comparison between the
“exact” self-energy and the Hubbard model self-energy. If
the assumption of static U is valid, the Hubbard self-energy
and the true self-energy (both within the GWA) should be
close to each other, at least for small energies. Or equiva-
lently, the spectral function for small energies should re-
semble that of the full one.

III. RESULTS AND DISCUSSIONS

A. Comparing self-energies

The screened interaction with and without the 3d-3d tran-
sitions is shown in Fig. 1 in the case of paramagnetic nickel.
Here and in all the following, a spin-unpolarized (paramag-
netic) solution is considered. At low energies, the real part of

the (partially) screened interaction Wr without the 3d-3d
transitions is larger than the full one W, and at high energies
they approach each other, as anticipated. Related calculations
have also been performed by Kotani.7

We first compare the self-energy obtained from a GW
treatment of the full system, given by

""r,r!;!# =
i

2#
% d!!ei$!!G"r,r!;! + !!#W"r,r!;!!#

"9#

to the self-energy obtained from the effective model (6) with
an energy-dependent interaction U"!#=Wr"!#. Because of
Eq. (3), the screened interaction corresponding to this U"!#
is simply W, and the corresponding self-energy reads

"d"!# =
i

2#
% d!!ei$!!Gd"! + !!#W"!!# . "10#

The difference between this expression and the GWA for the
full system [Eq. (9)] is that in Eq. (10) only the d block of
the Green’s function has been included (since the effective
action was written for the d-band only). Hence, the two self-
energies differ by a term GrW, with Gr=G−Gd. We expect
that the wave-function overlap between two 3d states (one
from Gd and the other from the 3d state appearing in the
matrix element of "d) and other non-3d states is small so that
"d should be close to the true ". In Fig. 2, the two self-
energies are displayed (more precisely, in this figure and in
all the following, we display the matrix element of the self-
energy in the lowest 3d state (band number 2), at the %-point,
corresponding to an LDA eigenenergy −1.79 eV). We ob-
serve that the two self-energies are rather close to each other.
Hence, we conclude that the effective Hubbard model (6) for
the d subspace, with an energy-dependent interaction, pro-
vides a reliable description of the real system.

FIG. 1. The real and imaginary
parts of the diagonal matrix ele-
ments of the screened interaction
of paramagnetic nickel in the d or-
bital "eg#. The dashed curves cor-
respond to the fully screened in-
teraction and the solid curves to
the screened interaction without
the d to d transitions. The results
for the t2g orbitals are almost
identical.
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transitions within the d subspace, Pr may contain transitions between the d and r subspaces.

P (r, r′;ω) =
occ
∑

kn

unocc
∑

k′n′

{

ε↑
kn(r)εk′n′(r)ε↑

k′n′(r′)εkn(r′)

ω → εk′n′ + εkn + iδ

→
εkn(r)ε↑

k′n′(r)εk′n′(r′)ε↑
kn(r

′)

ω + εk′n′ → εkn → iδ

}

, (47)

where {εkn, εkn} are usually chosen to be the Kohn-Sham eigenfunctions and eigenvalues and

k = (k, σ) is a combined index for the k-vector and the spin σ. For systems without spin-

flipping processes, k and k′ evidently have the same spin. Pd has exactly the same form as in

Eq. (47) but with the bands n and n′ restricted to the d subspace. We note that Pr contains

not only transitions inside the r subspace but also transitions between the d and r subspaces as

illustrated in Fig. 3.

Since Pr does not contain low-energy polarisations that are responsible for metallic screening,

U becomes long range. The asymptotic decay of U as a function of distance is expected to

behave according to 1/(αr) where α > 1 rather than exponential, as often assumed. This

behaviour is illustrated, e.g., in the case of the BEDT-TTF organic conductors [17].

It may be argued that for narrow-band materials with strong correlations it would not be suffi-

cient to calculate U within the RPA. We would like to point out that from a physical point of

view much of the error in the RPA resides in Pd rather than Pr because the former corresponds

to the polarisation of the narrow bands, where we expect vertex corrections to the RPA to be

large, whereas the latter corresponds to polarisation involving more extended states, for which

the RPA is supposed to perform well. Since it is Pr that enters into the calculation of U , we

expect that the error in the RPA has much less influence on U than one would anticipate.

In practice, Eq. (44) is solved by introducing a set of basis functions, and the choice of basis

functions depends on the band-structure method. For band-structure methods based on pseu-

dopotentials, a plane-wave basis set is a natural choice. For band-structure methods based on

7 The Constrained RPA Method for Calculating

the Hubbard U from First-Principles

F. Aryasetiawan,1 T. Miyake,2,3 and R. Sakuma1

1 Graduate School of Advanced Integration Science

Chiba University, Japan
2 Nanosystem Research Institute, AIST, Japan
3 Japan Science and Technology Agency, CREST

Contents

1 Introduction 2

2 Screening and the random-phase approximation 4

3 Constrained RPA 9

3.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.2 Wannier orbitals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.3 cRPA with the maximally localised Wannier function . . . . . . . . . . . . . . 13

3.4 Example: SrVO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.5 cRPA for entangled bands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.6 Examples: Ni and Ce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.7 Further examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

A Basis functions 23

B Flow chart 24

E. Pavarini, E. Koch, Dieter Vollhardt, and Alexander Lichtenstein
The LDA+DMFT approach to strongly correlated materials
Modeling and Simulation Vol. 1
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Result: LDA + DMFT calculation
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FIG. 7. Uff and µdc dependence of the DFT + DMFT valence band spectra of UGa2. The vertical lines denote the energy position of the
experimental features A–F , see labeling at top of figure and compare to Figs. 2(a) and 2(b). The panels with the optimal value of the parameters
fitting the experimental spectra are marked by a frame and show the same calculation as Figs. 2(e) and 2(f).

necessitating consideration of the core-valence interaction Ufc
between a core hole (c) and 5 f valence electrons.

In the PES final state, charge neutrality is broken. The basis
is formed by |c f 2〉 and |c f 3L〉 and the Hamiltonian ĤPES reads

ĤPES =
(

0 t
t ! − Ufc

)
.

In the final state, the configurations |c f 3L〉 and |c f 2〉 are sepa-
rated by ! − Ufc [see final state PES in Fig. 9(a)] and red and
green ticks in the left panel of Fig. 9(b). Choosing !=1.75 eV
with t=1.4373 eV, maintaining the ratio t/!=0.822, we cal-
culate the core-level spectra for several values of Ufc between

0 and 6 eV [see left panel of Fig. 9(b)]. The exercise shows
the sensitivity of peak positions and intensity ratios to Ufc
for a given t and !. For Ufc=0, the energy separation of
the red and green ticks is given by !. With increasing Ufc,
the levels eventually cross when ! − Ufc becomes negative,
i.e., the order of configurations is reversed with respect to the
initial state. For Ufc=5 eV [see blue curve in Fig. 9(b)], the
value used in the present DFT + DMFT calculations, the toy
model mimics the strong satellite of the 4 f7/2 PES spectrum
of UGa2 in Fig. 6. With Ufc larger than !, the order of states
is thus reversed in UGa2. We note that this is actually a typical
situation for the core-level spectra of f electron materials.
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FIG. 2. (a)–(d) Experimental hard and soft x-ray valence band spectra of UGa2 and UB2 measured with 1200 eV, 1486.6 eV, and 6000 eV
photon energies. (e)–(h) DFT + DMFT calculations of the valence band spectra of UGa2 and UB2 for Uff = 3 eV, J = 0.59 eV, and µdc =
4.25 eV, after photoionization cross-section corrections (see text) and Gaussian broadening.

demonstrate how the µdc parameter scales almost linearly
with the relative position of the features originating from
the U 5 f states and the features F and K that come from
uncorrelated states. We pick the value of µdc that fits best
the energy position of features F and K as well as the line
shape of the correlated U 5 f spectrum. The presence of the
double-peak features A and B in the U 5 f states is a manifest
of the sizable Hund’s J interaction.

The comparison of valence spectra and simulations allows
identifying the dominant orbital contributions: features A, B in
Fig. 2(a) and G in Fig. 2(c) indeed mainly originate from the
U 5 f states. The intensities C and D in the spectra of UGa2
mainly come from the U 6d and intensities E and F from the
Ga 4s orbitals. For UB2 features, H and I are primarily due
to the U 6d , while features J and K also have a sizable B 2s
contribution.

Given the good agreement of the DFT + DMFT calcu-
lations with the valence-band experimental spectra, we now
assess the U valence. To this end, we resort to a valence his-
togram on the uranium site, using the DFT + DMFT method
with the optimized material specific parameters. These

FIG. 3. Photoionization cross sections of U 5 f , U 6d , U 7s,
Ga 4s, Ga 4p, B 2s, B 2p as interpolated from Refs. [25–27]. The
vertical lines indicate the photon energies where the experiments
were performed.

histograms represent projections of the local density matrix on
different 5 f occupation number sectors. It is computed from
the AIM using the numerically exact CT-QMC solver with the
DMFT hybridization densities !(ω). In Figs. 4(a) and 4(b),
we present the resulting histograms of UGa2 and UB2. It is
evident that numerous 5 f n atomic configurations contribute
to the respective ground states of UGa2 and UB2. Thus, the
U nominal valence or dominant (starting) configuration for
an ionic picture is unclear and is not known a priori for U
intermetallics. The µdc shifts the (bare) U 5 f energy, and thus
has a strong effect on the U valence distribution. A smaller µdc
results in a shallower U 5 f level, thereby leading to smaller
fillings. We show the variation of the histograms as a function
of µdc in Appendix 2.

In both histograms of UGa2 and UB2, the U 5 f 2 and 5 f 3

configurations are the most prominent. In UGa2, the 5 f 1, f 2,
f 3, and f 4 configurations account for 6%, 66%, 26%, and
2%, respectively, resulting in a filling of the U 5 f shell of
〈n〉 = n5 f = 2.24. In UB2, the f 0 and f 5 configurations also
contribute. We find 1.7% of f 0, 19.2% of f 1, 43.8% of f 2,
28.1% of f 3, 6.4% of f 4, and 0.6% of f 5, resulting in a
filling of 〈n〉 = n5 f ≈ 2.20. Despite the very different physical
properties of UGa2 and UB2, their average 5 f shell fillings
are remarkably similar.

The key distinction between the histograms in Figs. 4(a)
and 4(b) lies in the width of the distributions. In UGa2, the
histogram peaks very narrowly around the f 2 configuration,
while in UB2, the distribution is much broader. The width of
the histogram carries information about the magnitude of the
charge fluctuations, which we find to be significantly larger
in UB2. We also add the statistical (binomial) distribution
of the charge configurations that correspond to a completely
itinerant uncorrelated f shell [see red ticks in Figs. 4(a) and
4(b)]. The binomial distribution is given by

P( f n) =
(

14
n

)
(1 − c)14−ncn, (1)

where c is the electron concentration c = n f /14. [58]. It
shows that atomic correlations are not entirely absent in UB2
because its DFT + DMFT histogram of UB2 is still not as
broad as the binomial distribution. Nevertheless, the distribu-
tion is wide enough so the DFT + DMFT results yield only
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✔ UGa2 (5f localized), UB2 (5f delocalized)  
      with mixed (or fluctuating) valence 
✔ Different elements (orbital) have different  
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FIG. 2. (a)–(d) Experimental hard and soft x-ray valence band spectra of UGa2 and UB2 measured with 1200 eV, 1486.6 eV, and 6000 eV
photon energies. (e)–(h) DFT + DMFT calculations of the valence band spectra of UGa2 and UB2 for Uff = 3 eV, J = 0.59 eV, and µdc =
4.25 eV, after photoionization cross-section corrections (see text) and Gaussian broadening.

demonstrate how the µdc parameter scales almost linearly
with the relative position of the features originating from
the U 5 f states and the features F and K that come from
uncorrelated states. We pick the value of µdc that fits best
the energy position of features F and K as well as the line
shape of the correlated U 5 f spectrum. The presence of the
double-peak features A and B in the U 5 f states is a manifest
of the sizable Hund’s J interaction.

The comparison of valence spectra and simulations allows
identifying the dominant orbital contributions: features A, B in
Fig. 2(a) and G in Fig. 2(c) indeed mainly originate from the
U 5 f states. The intensities C and D in the spectra of UGa2
mainly come from the U 6d and intensities E and F from the
Ga 4s orbitals. For UB2 features, H and I are primarily due
to the U 6d , while features J and K also have a sizable B 2s
contribution.

Given the good agreement of the DFT + DMFT calcu-
lations with the valence-band experimental spectra, we now
assess the U valence. To this end, we resort to a valence his-
togram on the uranium site, using the DFT + DMFT method
with the optimized material specific parameters. These

FIG. 3. Photoionization cross sections of U 5 f , U 6d , U 7s,
Ga 4s, Ga 4p, B 2s, B 2p as interpolated from Refs. [25–27]. The
vertical lines indicate the photon energies where the experiments
were performed.

histograms represent projections of the local density matrix on
different 5 f occupation number sectors. It is computed from
the AIM using the numerically exact CT-QMC solver with the
DMFT hybridization densities !(ω). In Figs. 4(a) and 4(b),
we present the resulting histograms of UGa2 and UB2. It is
evident that numerous 5 f n atomic configurations contribute
to the respective ground states of UGa2 and UB2. Thus, the
U nominal valence or dominant (starting) configuration for
an ionic picture is unclear and is not known a priori for U
intermetallics. The µdc shifts the (bare) U 5 f energy, and thus
has a strong effect on the U valence distribution. A smaller µdc
results in a shallower U 5 f level, thereby leading to smaller
fillings. We show the variation of the histograms as a function
of µdc in Appendix 2.

In both histograms of UGa2 and UB2, the U 5 f 2 and 5 f 3

configurations are the most prominent. In UGa2, the 5 f 1, f 2,
f 3, and f 4 configurations account for 6%, 66%, 26%, and
2%, respectively, resulting in a filling of the U 5 f shell of
〈n〉 = n5 f = 2.24. In UB2, the f 0 and f 5 configurations also
contribute. We find 1.7% of f 0, 19.2% of f 1, 43.8% of f 2,
28.1% of f 3, 6.4% of f 4, and 0.6% of f 5, resulting in a
filling of 〈n〉 = n5 f ≈ 2.20. Despite the very different physical
properties of UGa2 and UB2, their average 5 f shell fillings
are remarkably similar.

The key distinction between the histograms in Figs. 4(a)
and 4(b) lies in the width of the distributions. In UGa2, the
histogram peaks very narrowly around the f 2 configuration,
while in UB2, the distribution is much broader. The width of
the histogram carries information about the magnitude of the
charge fluctuations, which we find to be significantly larger
in UB2. We also add the statistical (binomial) distribution
of the charge configurations that correspond to a completely
itinerant uncorrelated f shell [see red ticks in Figs. 4(a) and
4(b)]. The binomial distribution is given by

P( f n) =
(

14
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)
(1 − c)14−ncn, (1)

where c is the electron concentration c = n f /14. [58]. It
shows that atomic correlations are not entirely absent in UB2
because its DFT + DMFT histogram of UB2 is still not as
broad as the binomial distribution. Nevertheless, the distribu-
tion is wide enough so the DFT + DMFT results yield only
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Result: LDA + DMFT calculation

✔ Different elements (orbital) have different  
photoionization cross-sections 

✔ DMFT is capable of many-body physics (Kondo effect) 
in complex correlated materials 
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We present a comprehensive study of CaCu3Ru4O12 using bulk sensitive hard and soft x-ray
spectroscopy combined with local-density approximationþ dynamical mean-field theory (DMFT)
calculations. Correlation effects on both the Cu and Ru ions can be observed. From the Cu 2p core-
level spectra, we deduce the presence of magnetic Cu2þ ions hybridized with a reservoir of itinerant
electrons. The strong photon energy dependence of the valence band allows us to disentangle the Ru, Cu,
and O contributions and, thus, to optimize the DMFT calculations. The calculated spin and charge
susceptibilities show that the transition metal oxide CaCu3Ru4O12 must be classified as a Kondo system
and that the Kondo temperature is in the range of 500–1000 K.

DOI: 10.1103/PhysRevX.12.011017 Subject Areas: Condensed Matter Physics, Magnetism

Transition metal oxides show a wide variety of spec-
tacular physical properties such as superconductivity,
metal-insulator and spin-state transitions, unusually large
magnetoresistance, orbital ordering phenomena, and multi-
ferroicity [1–3]. Remarkably, heavy fermion or Kondo
behavior is hardly encountered in oxides. While quite
common in the rare-earth and actinide intermetallics [4–7],
one may find perhaps only in the oxide LiV2O4 [8–10]
indications for heavy fermion physics.
The discovery of the transition metal oxide

CaCu3Ru4O12 (CCRO) showing Kondo-like properties,

therefore, created quite an excitement [11–14]. The crystal
structure of this A-site ordered perovskite is shown in the
inset in Fig. 1. However, the Kondo interpretation has also
met fierce reservations. It has been argued that the specific
heat coefficient γ does not deviate much from the band
structure value, suggesting a minor role of the electronic
correlations [15]. Other interpretations of the mass
enhancement have been put forward [16,17]. Electron
spectroscopy studies have also not converged on the
position or even the presence of the putative Kondo peak
[18–20].
Here, we address the CCRO problem from a different

perspective. Figure 1 shows the magnetic susceptibility of
CCRO together with that of CaCu3Ti4O12 (CCTO), as
reproduced from Refs. [11,12,21,22] and Ref. [23], respec-
tively. One can observe that CCTO follows, far above its
25 K Néel temperature, almost a textbook Curie-Weiss law
that can be understood in terms of paramagnetic S ¼ 1=2
Cu2þ ions. By contrast, one can also see that CCRO
shows a completely different behavior with a magnetic
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coupled [49] and, thus, can serve for a comparison with
CCRO, which also contains rather isolated CuO4 pla-
quettes; see Fig. 1. The spectra share the gross features:
the main peak (B) at around 932–933 eV binding energy
and the satellite (C) at 942 eV for the Cu 2p3=2 component.
However, the fine structure differs considerably: The main
peak of CCRO consists of two peaks (A and B) [18,50]
unlike the single peak (B) of Li2CuO2.
The Cu 2p core-level spectrum of Li2CuO2 is typical for

a Cu2þ oxide [51]. Thanks to the weak coupling between
the CuO4 plaquettes, it can be explained accurately with a
full multiplet single CuO4-cluster calculation [52,53], as

shown in Fig. 3(b). In contrast, the two-peak structure
(A and B) of the CCRO main peak cannot be captured by
the cluster model. This is indicative of a screening process
[18,50,54,55] which is present in CCRO but absent in
Li2CuO2. Since the CuO4 plaquettes in CCRO are quite
isolated from each other, a nonlocal screening mechanism
due to inter-Cu-cluster hopping is not expected to play an
important role. We rather relate the screening process to the
metallic state of CCRO. The LDAþ DMFT calculations
shown in Fig. 3(d) reproduce the fine structure of the main
peak very well. We, thus, indeed can infer that CCRO
contains correlated magnetic Cu2þ ions, which experience
screening by conduction electrons. How strong or complete
is the screening is discussed below.
Figure 4(a) shows the experimental valence band spectra

of CCRO in a broad energy range measured at various
photon energies. Our motivation here is to make use of the
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observed γ value of the specific heat rather well, since the
main contribution comes from the uncorrelated Ru-O-
derived bands. The high Kondo temperature also implies
that one needs to go to very high temperatures to see the
appearance of local Cu moments, as demonstrated in Fig. 7.
We can, thus, infer that upon going from high to low
temperatures the Kondo screening process is practically
completed already at 300 K and that lowering the temper-
ature further does not produce significant changes in the
electronic and magnetic properties. It is understandable that
there has been a controversy concerning Kondo physics in
CaCu3Ru4O12, since its signatures in low-temperature
measurements are weak.
Nevertheless, Kondo physics is present, as evidenced by

the low-temperature disappearance of the Cu2þ magnetic
susceptibility for which we are able to provide a quanti-
tative explanation using our LDAþ DMFT calculations
that include fine-tuning of the parameters from a detailed
comparison to bulk-sensitive photoemission data. Our
findings indicate that the material class CaCu3M4O12

indeed provides a unique opportunity to explore Kondo
phenomena in transition metal compounds, where one may
achieve lower Kondo temperatures by suitably varying the
M constituent.
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APPENDIX A: SAMPLE CONSISTENCY

In order to ensure that the experimental spectra and their
features are intrinsic to the material, we utilize three
different batches of samples synthesized by three different
groups: A.C. Komarek’s group from Max Planck Institute
for Chemical Physics of Solids, Dresden, A. Günther from

the University of Augsburg, and Y. Shimakawa’s group
from the Kyoto University. Figure 8 shows the comparison
of the valence band PES and XAS spectra taken from these
three batches of samples.
The results match perfectly and, thus, confirm that the

data presented in this paper are not sample specific nor due
to extrinsic contributions.

APPENDIX B: PHOTOIONIZATION
CROSS SECTIONS

For the valence band of CaCu3Ru4O12, the most relevant
contributions are Cu 3d, Ru 4d, and O 2p. Figure 9 shows
the photon energy dependence of the photoionization
cross sections as interpolated from the data tabulated in
Refs. [56–58]. The vertical lines highlight the photon
energies used in this study. At high photon energies
(HAXPES, 6.5 keV), the Ru 4d provides a larger signal

FIG. 8. Valence band PES (left) and Cu-L2;3 XAS (right) of
CaCu3Ru4O12 samples synthesized by the different groups used
in this work.

FIG. 9. Photoionization cross section values of Cu 3d, Ru 4d,
and O 2p interpolated from the data tabulated in Refs. [56–58].
The vertical lines indicate the photon energies used for the
photoemission data shown in Fig. 4.
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susceptibility that is an order of magnitude smaller. There
are also no indications at all for magnetic order. If one
believes that the system is nonmagnetic and that Kondo
physics does not take place in CCRO, then the Cu ions in
CCRO have to be monovalent with the nonmagnetic full-
shell 3d10 configuration or trivalent, which can be a
nonmagnetic band insulator like NaCuO2.
We show here that the Cu ions are definitely divalent

and, thus, have a spin degree of freedom. We carry out a
detailed photoelectron spectroscopy study using a wide
range of photon energies in order to establish the presence
of correlation effects on both the Cu and Ru ions as well as
to disentangle the Ru, Cu, and O contributions to the
valence band. This allows us to tune the double-counting
corrections in the local-density approximation ðLDAÞ þ
dynamical mean-field theory (DMFT) calculations accord-
ingly, making these calculations predictive for low-energy
physics. We then are able to determine how the Cu2þ

magnetic moments can be screened. In particular, we show
that, in going from high to low temperatures, this screening
takes place already at 500–1000 K and that we, thus, must
classify CCRO as a Kondo system with a very high Kondo
temperature.
Hard x-ray photoemission (HAXPES) measurements are

carried out at the Max-Planck-NSRRC HAXPES end
station [25] at the Taiwan undulator beam line BL12XU
of SPring-8 in Japan. The photon energy is set to
hν ¼ 6.5 keV, and the overall energy resolution is approx-
imately 270 meV as determined from the Fermi cutoff of a
gold reference sample. Soft x-ray (resonant) photoelectron
(PES) and absorption (XAS) spectroscopy experiments are
performed at the NSRRC-MPI TPS 45A submicron soft
x-ray spectroscopy beam line at the Taiwan Photon Source

(TPS) in Taiwan. The overall energy resolution when using
1.2 keV, 931 eV, and 440 eV photons is approximately 150,
125, and 60 meV, respectively. Photoemission measure-
ments in the vicinity of the Ru 4d Cooper minimum, i.e., at
photon energies of 200, 150, and 100 eV, are performed at
the PLS-II 4A1 micro-ARPES beam line of the Pohang
Light Source (PLS) in Korea. The overall energy resolution
is approximately 55 meV. Polycrystalline samples of
CCRO are synthesized by solid-state reactions [26].
Clean sample surfaces are obtained by cleaving sintered
samples in situ in ultrahigh vacuum preparation chambers
with pressures in the low 10−10 mbar range. The measure-
ments at SPring-8 and TPS are carried out at 80 K, and the
measurements at PLS at 100 K. We use three different
batches of CCRO samples for our spectroscopic measure-
ments, all giving the same results, providing confidence in
the reliability of the data; see the Appendix A.
Our calculations employ the LDAþ DMFT scheme

[27–29]. We start with density functional calculations for
the experimental crystal structure [12] (see Fig. 1) using the
Wien2k code [30] and construct the multiband Hubbard
model on the basis spanned by the Cu 3d, Ru 4d, and O 2p
Wannier functions obtained with the wannier90 package
[31,32]. The on-site Coulomb interactions on the Cu and
Ru sites are approximated with the density-density form
with parameters ðU; JÞ ¼ ð8.5 eV; 0.98 eVÞ for Cu 3d
electrons and (3.1 eV, 0.7 eV) for Ru 4d electrons, which
are typical values for Cu and Ru systems [19,33–35]. The
continuous-time quantum Monte Carlo (CTQMC) method
with the hybridization expansion [36–38] is used to solve
the auxiliary Anderson impurity model (AIM). The double-
counting corrections arising in LDAþ X methods [29,39],
which fix the charge-transfer energies on the Cu and Ru
sites, are treated as adjustable parameters and their values
fixed by comparison to the present valence band and core-
level photoemission data as well as previous angle-resolved
PES (ARPES) data. The valence spectra are obtained by
analytic continuation of self-energy using the maximum
entropy method [40,41]. The Cu 2p and Ru 3d core-level
XPS are calculated using the method in Refs. [42–44].
We carry out XAS and valence band resonant PES

measurements in the vicinity of the Cu L2;3 edge; see Fig. 2.
The peak positions and line shape of the spectra are
characteristic for divalent Cu [19,45–47]. We can exclude
that the Cu in CCRO is monovalent or trivalent, since the
spectral features of Cu1þ and Cu3þ oxides are positioned at
quite different energies [19,46,48]. We, thus, can conclude
that the Cu ions in CCRO possess a spin degree of freedom
and that some form of screening must take place to make
their magnetic susceptibility deviate dramatically from the
Curie-Weiss law.
Figure 3 shows the Cu 2p core-level HAXPES spectrum

of CCRO together with that of Li2CuO2 as reproduced
from Ref. [49]. Here, we take Li2CuO2 as a reference
system which contains CuO4 plaquettes that are weakly
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FIG. 1. Magnetic susceptibility of CaCu3Ru4O12 reproduced
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than theCu 3d and theO 2p. Going to lower photon energies,
the Cu 3d becomes gradually stronger, and, with a crossover
at 1.2 keV, it becomes the dominant contributor. At around
100 eV, there is a minimum in the Ru 4d cross section, also
known as the Cooper minimum, which provides the ideal
condition for studying the Cu 3d contributions. At this
photon energy, the Cu 3d signal is enhanced by a factor of
approximately 70with respect to theRu4d. For lower photon
energies, theRu4d quicklygains strength and becomes again
the dominant contributor, making these low photon energies
less useful when searching for the Cu 3d signal close to the
Fermi level.As for theO 2p contribution,weobserve that it is
highly suppressed for high energies but becomes competitive
with the Cu 3d only for energies below approximately 50 eV.

APPENDIX C: LDA+DMFT
COMPUTATIONAL METHOD

Below, we describe the LDAþ DMFT scheme [27–29]
employed to analyze the experimental data. We start with
density functional calculations for the experimental crystal
structure of CCRO [12] using the Wien2k code [30]. Then,
we construct the multiband Hubbard model on the basis
spanned by the Cu 3d, Ru 4d, and O 2pWannier functions
from the LDA bands using wien2wannier and wannier90
packages [31,32]. The multiband Hubbard model is aug-
mented with the local electron-electron interaction within
the Cu 3d and Ru 4d shells giving the Hamiltonian

H¼
X

k

ðc†k r†k p†k Þ

0

B@
hcck −μRucr hdpk hcpk

hrck hrrk −μCudc hrpk
hpck hprk hppk

1

CA

0

B@
ck
rk
pk

1

CA

þ
X

i

Wdd
i;Cuþ

X

i

Wdd
i;Ru:

Here, c†k is an operator-valued vector whose elements are
Fourier transforms of cγi that annihilate the Cu 3d electron
in the orbital γ in the ith unit cell. Similarly, r†k and p†k are
those for Ru 4d and O 2p electrons, respectively. The on-
site Coulomb interaction Wdd

i;Cu and Wdd
i;Ru on Cu and Ru

sites is approximated with the density-density form with
parameters ðU; JÞ ¼ ð8.5 eV; 0.98 eVÞ for Cu 3d electrons
and (3.1 eV, 0.7 eV) for Ru 4d electrons, which are typical
values for Cu and Ru systems [19,33–35]. The double-
counting terms μRudc and μCudc , which correct for the d-d
interaction present in the LDA step [29,39], renormalize the
p-d splitting and, thus, the charge-transfer energy. We fix
the double-counting values to μCudc ¼ 70.1 eV and μRudc ¼
16.2 eV (μRudc ¼ 13.4 eV for the model without Ru eg
states) by comparison to the photoemission spectroscopy
data discussed in Appendix D. The CTQMC method with
the hybridization expansion [36–38,62] is used to solve the
auxiliary AIM in the DMFT self-consistent calculation.

The valence spectra are obtained by analytic continuation
of self-energy ΣðεÞ using the maximum entropy method
[40,41]. The hybridization function ΔðεÞ for the Cu 3d
orbital γ (jdγi) is given by [28,29]

ΔγðεÞ ¼ hdγjε − h0 − ΣðεÞ −G−1ðεÞjdγi;

where GðεÞ and h0 are the local Green’s function and the
one-body part of the on-site Hamiltonian at the Cu site,
respectively.ΔðεÞ does not depend on the spin, and small off-
diagonal elements between different orbitals are neglected.
The Cu 2p core-level spectrum is calculated using the
method in Refs. [42,43], where the AIM with the DMFT
hybridization density is extended to include the Cu 2p core
orbitals [42,44]. The configuration interaction scheme with
25 bath states representing the DMFT hybridization density
is employed to evaluate the 2p spectra.
Figure 10 shows the local spin χspinðτÞ and charge

χchargeðτÞ correlation functions at the Cu site. χspinðτÞ is
given as χspinðτÞ ¼ hm̂zðτÞm̂zð0Þi [63,64], and χchargeðτÞ is
given by χchargeðτÞ ¼ hδn̂ðτÞδn̂ð0Þi [65], where δn̂ ¼ n̂ −
hn̂i with the Cu d-occupation number operator n̂. These
quantities are calculated by the impurity Anderson model
with the DMFT hybridization using the CTQMC method.
The local susceptibility χlocðTÞ is obtained by integrating
the χspinðτÞ at temperature T with respect to the imaginary
time τ:

χlocðTÞ ¼
Z

1=T

0
dτhmzðτÞmzð0Þi:

A rigid instantaneous Cu 3d spin moment is present for all
temperatures, as imprinted in the temperature-independent
value of χspinðτ ¼ 0Þ; see Fig. 10. The spin moment
survives on a long timescale at high temperatures (see,

FIG. 10. Correlation function χðτÞ of the spin and charge (inset)
channel calculated by the LDAþ DMFT method, where β ¼
1=kBT is the inverse temperature.
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4.2 Projection of bands onto a local basis

The Wannier functions w(r) representing the Ce 4f states in the tight-binding model are summarized in Sup-
plementary Figure 4. In projecting the Ce 4f bands, we adopt the �6,7,8 basis, i.e. these Wannier functions are
constructed directly as spinors (with di↵erent up and down components). The spin components of the Ce 4f Wan-
nier functions are displayed in Supplementary Figure 4. The local Hamiltonian at the Ce site can be found in the
table shown in this figure, where small o↵-diagonal matrix elements are allowed between the �7��0

7
and �8��0

8
states.

Since our Ce 4f Wannier functions are an irreducible representation of the cubic symmetry, the o↵-diagonal hy-
bridization densities V 2(i!n) [discussed in Supplementary Note 4.4] are allowed only between the states belonging to
the same (two �7 or two �8) representations. Given that the two �7 (or �8) states are well split by the spin-orbit
coupling, the resulting o↵-diagonal hybridization densities are small [cf. Supplementary Figure 6(c)].

To model the electron-electron interaction in the AIM calculation, these small o↵-diagonal hybridization densities
are neglected, and only the isotropic Hubbard term U is taken into account. Using this computational setup, the
CT-QMC simulation can access low temperatures, free from the sign problem.
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Supplementary Figure 4: Projection of the calculated f-electronic structure onto a basis of Wannier
orbitals. (a) The density of the Ce 4f Wannier functions (|w"|2 + |w#|2), (b) of the up-spin components (|w"|2), and
(c) of the down-spin components (|w#|2) of the wannier functions. The local Hamiltonian Hloc (the upper triangle
part) at the Ce site is shown in the table.

6

Ce
Pd

• Archetypal Kondo lattice 

• Tcoh~130K, TK~600K 

• Nf~0.75 (from XAS) 
4f wannier basis (from LDA with SOC) 

with Wien2K and wannier90

4.2 Projection of bands onto a local basis

The Wannier functions w(r) representing the Ce 4f states in the tight-binding model are summarized in Sup-
plementary Figure 4. In projecting the Ce 4f bands, we adopt the �6,7,8 basis, i.e. these Wannier functions are
constructed directly as spinors (with di↵erent up and down components). The spin components of the Ce 4f Wan-
nier functions are displayed in Supplementary Figure 4. The local Hamiltonian at the Ce site can be found in the
table shown in this figure, where small o↵-diagonal matrix elements are allowed between the �7��0

7
and �8��0

8
states.

Since our Ce 4f Wannier functions are an irreducible representation of the cubic symmetry, the o↵-diagonal hy-
bridization densities V 2(i!n) [discussed in Supplementary Note 4.4] are allowed only between the states belonging to
the same (two �7 or two �8) representations. Given that the two �7 (or �8) states are well split by the spin-orbit
coupling, the resulting o↵-diagonal hybridization densities are small [cf. Supplementary Figure 6(c)].

To model the electron-electron interaction in the AIM calculation, these small o↵-diagonal hybridization densities
are neglected, and only the isotropic Hubbard term U is taken into account. Using this computational setup, the
CT-QMC simulation can access low temperatures, free from the sign problem.

�7

�6 �(2)
8

�(1)
8

(a) |w� |2 + |w� |2 (b) |w� |2 (c) |w� |2

J = 7
2

�� 7

�� (1)
8

�� (2)
8

0.4881 0 0 0 0 0
0.4881

0.5218 0 0 0.0994 0
0

0.5218 0 -0.0994

0.5846 0 0 0

0

-0.0714 0 0 0
0.5846 0 0 0 0.0714 0 0

0.5846 0 0 0 -0.0714 0
0.5846 0 0 0 0.0714

0.2102 0 0
0.2102

0.2033 0 0 0
0.2033 0 0

0.2033 0
0.2033

J = 5
2

Hloc@Ce site =

�6(2) �7(2) �8(4) �� 7(2) �� 8(4)

J = 7
2

J = 5
2

Supplementary Figure 4: Projection of the calculated f-electronic structure onto a basis of Wannier
orbitals. (a) The density of the Ce 4f Wannier functions (|w"|2 + |w#|2), (b) of the up-spin components (|w"|2), and
(c) of the down-spin components (|w#|2) of the wannier functions. The local Hamiltonian Hloc (the upper triangle
part) at the Ce site is shown in the table.

6

4.2 Projection of bands onto a local basis

The Wannier functions w(r) representing the Ce 4f states in the tight-binding model are summarized in Sup-
plementary Figure 4. In projecting the Ce 4f bands, we adopt the �6,7,8 basis, i.e. these Wannier functions are
constructed directly as spinors (with di↵erent up and down components). The spin components of the Ce 4f Wan-
nier functions are displayed in Supplementary Figure 4. The local Hamiltonian at the Ce site can be found in the
table shown in this figure, where small o↵-diagonal matrix elements are allowed between the �7��0

7
and �8��0

8
states.

Since our Ce 4f Wannier functions are an irreducible representation of the cubic symmetry, the o↵-diagonal hy-
bridization densities V 2(i!n) [discussed in Supplementary Note 4.4] are allowed only between the states belonging to
the same (two �7 or two �8) representations. Given that the two �7 (or �8) states are well split by the spin-orbit
coupling, the resulting o↵-diagonal hybridization densities are small [cf. Supplementary Figure 6(c)].

To model the electron-electron interaction in the AIM calculation, these small o↵-diagonal hybridization densities
are neglected, and only the isotropic Hubbard term U is taken into account. Using this computational setup, the
CT-QMC simulation can access low temperatures, free from the sign problem.

�7

�6 �(2)
8

�(1)
8

(a) |w� |2 + |w� |2 (b) |w� |2 (c) |w� |2

J = 7
2

�� 7

�� (1)
8

�� (2)
8

0.4881 0 0 0 0 0
0.4881

0.5218 0 0 0.0994 0
0

0.5218 0 -0.0994

0.5846 0 0 0

0

-0.0714 0 0 0
0.5846 0 0 0 0.0714 0 0

0.5846 0 0 0 -0.0714 0
0.5846 0 0 0 0.0714

0.2102 0 0
0.2102

0.2033 0 0 0
0.2033 0 0

0.2033 0
0.2033

J = 5
2

Hloc@Ce site =

�6(2) �7(2) �8(4) �� 7(2) �� 8(4)

J = 7
2

J = 5
2

Supplementary Figure 4: Projection of the calculated f-electronic structure onto a basis of Wannier
orbitals. (a) The density of the Ce 4f Wannier functions (|w"|2 + |w#|2), (b) of the up-spin components (|w"|2), and
(c) of the down-spin components (|w#|2) of the wannier functions. The local Hamiltonian Hloc (the upper triangle
part) at the Ce site is shown in the table.

6

Δξsoc ∼ 300 meV



Kondo Dynamics by RIXS: CePd3

DFT+DMFT calc.

(ARPES)4, quasiparticle interference5, and inelastic neutron scatter-
ing (INS)6 have even directly observed the formation of coherent
heavy quasiparticle bands. Frustrated magnetism7, unconventional
superconductivity8, hidden order9, as well as topologically non-
trivial10–12 and electronic-nematic states13,14 are all known to emerge
from this Kondo lattice state.

The two phenomenological energy scales (TK, Tcoh) clearly do not
suffice to account for this variety of experimental discoveries. Instead,
material-specific knowledge of the quasiparticle fine structure will be
required to disentangle the underlying interaction channels and
achieve a guided design of emergent functional properties. Magnetic,
thermodynamic15, and X-ray spectroscopic16 studies of crystal-field
(CF) ground states in Kondo lattices have indeed demonstrated that
the anisotropic hybridization of the f-electron wave function strongly
influences the ground state properties, even for materials with the
same crystal structure. Moreover, bulk measurements as a function of
external tuning parameters like magnetotransport and magnetostric-
tion suggest that the structureof unoccupied crystalfield levels cannot
be disregarded in these investigations17,18. Realistic models of these
circumstances can be achieved by the combination of density func-
tional anddynamicalmeanfield theory (DFT+DMFT). And indeed, such
calculations have recently confirmed that high energy scales like CF
and SO splitting must be taken into account to quantitatively repro-
duce low-energy ground states4,19,20.

Clarifying the mechanisms by which the properties of localized
f-electrons blend into an itinerant environment is an outstanding
experimental challenge. While local probes capture the overall
energy scales of CF and SO excited states, they cannot observe their
momentum dependence—the telltale sign of hybridization with the
underlying metallic state. This crucial microscopic knowledge
requires low-energy momentum-resolved spectroscopic methods
like quasiparticle interference or INS. Recent pioneering ARPES
studies4,21,22 have directly mapped anisotropic hybridization close to

the Fermi energy in CeMIn5 and CeM2X2 heavy fermion materials
(M = transition metal; X = Si, Ge). This new level of material-specific
microscopic insights has shone a light on the relevance of crystal
field and magnetic degrees of freedom, and has called into question
widely accepted concepts like the direct relation between the tem-
perature scale Tcoh and the formation a “large” Fermi surface22. One
common constraint of these techniques is that they lack sensitivity to
the unoccupied f-electronic structure at higher energies23. To over-
come this limitation, we take advantage of instrumental advances
that have made resonant inelastic X-ray scattering (RIXS) a powerful
probe of Kondo lattices24,25.

M-edge RIXS is a photon-in/photon-out process in which 3d core
electrons are resonantly excited and recombine by dipole-transitions
after interactingwith 4f valence states. Like INS, this serves as a probeof
two-particle correlations, providing a complementary perspective on
the single-particle spectral function measured by ARPES. It has the
advantage of true bulk-sensitivity at good energy resolution, but, in
contrast to INS, the observation of inter-/intraband transitions byX-rays
is not restricted to the spin-flip channel. RIXS also has major experi-
mental advantages, as it is not dominated by phonon scattering, and
does not require large single crystals and long counting times. Crucially
for the present context, the insights are neither limited by the instru-
mental energy resolution, nor in the range of energy transfer, and the
resonant character and polarization dependence allow to separate dif-
ferent excitation channels25.

We focus on the archetypal Kondo lattice material CePd3, with
an effective f-occupation of nf ≈0.75 (from X-ray absorption
spectroscopy26), and kBTK ≈ 55meV. The Kondo energy of this system
is thus intermediate to the bare SO coupling ESO ≈ 280meV of Ce
and the coherence energy scale kBTcoh ≈ 11meV (derived from
transport data)27 and CF splitting ECF ≈ 10meV (from comparison to
the isostructural material CeIn328 and the present DFT calculation).
This cascade of energy scales makes CePd3 ideally suited to address

Fig. 1 | Emergence of a coherent Kondo lattice state as a function of tempera-
ture in CePd3. a–c Real-space impressions of the increasingly coherent screening
of Ce moments (black arrows) across the temperature scales TK and Tcoh. Spins of
itinerant electrons are represented by red arrows (see text for details).
d–f Electronic spectral function A(k,ω) of CePd3 obtained from the combination of
density functional and dynamical mean field theory (DFT+DMFT) at 1000K, 400K,
and 116 K. The fourteen 4f orbitals of cerium form seven Kramers doublets, sepa-
rated into a J = 5/2 sextuplet and a J = 7/2 octuplet by ESO≈ 280meV. A cubic crystal
field (CF) further induces a ESO ≈ 10meV splitting between a J = 5/2Γ7 doublet (blue)
and the Γ8 quartet (red). The J = 7/2 states are split into two doublets (purple and
orange) and one quartet (green). a, d Above the Kondo temperature, TK ≈600K,

local f-electronmoments are uncorrelated. The corresponding electronic structure
only shows weak hybridization with the incoherent f-states. b, e For T < TK, local
f-electron magnetic moments effectively couple to the surrounding conduction
electrons, forming virtual-bound states in the vicinity of the Fermi energy EF
(suggested as ripples inb). The f spectral weight close to the Fermi surface remains
predominantly incoherent. c, f Below the coherence temperature Tcoh≈ 130K, the
f-states are coherently incorporated (suggested by the lattice-coherentmodulation
in Panel c) into the underlying band structure as dispersive, albeit heavy, electronic
quasiparticles. The right panel shows the density of states (DOS) summed over the
displayed high-symmetry directions, projected onto the different CF characters.
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(ARPES)4, quasiparticle interference5, and inelastic neutron scatter-
ing (INS)6 have even directly observed the formation of coherent
heavy quasiparticle bands. Frustrated magnetism7, unconventional
superconductivity8, hidden order9, as well as topologically non-
trivial10–12 and electronic-nematic states13,14 are all known to emerge
from this Kondo lattice state.

The two phenomenological energy scales (TK, Tcoh) clearly do not
suffice to account for this variety of experimental discoveries. Instead,
material-specific knowledge of the quasiparticle fine structure will be
required to disentangle the underlying interaction channels and
achieve a guided design of emergent functional properties. Magnetic,
thermodynamic15, and X-ray spectroscopic16 studies of crystal-field
(CF) ground states in Kondo lattices have indeed demonstrated that
the anisotropic hybridization of the f-electron wave function strongly
influences the ground state properties, even for materials with the
same crystal structure. Moreover, bulk measurements as a function of
external tuning parameters like magnetotransport and magnetostric-
tion suggest that the structureof unoccupied crystalfield levels cannot
be disregarded in these investigations17,18. Realistic models of these
circumstances can be achieved by the combination of density func-
tional anddynamicalmeanfield theory (DFT+DMFT). And indeed, such
calculations have recently confirmed that high energy scales like CF
and SO splitting must be taken into account to quantitatively repro-
duce low-energy ground states4,19,20.

Clarifying the mechanisms by which the properties of localized
f-electrons blend into an itinerant environment is an outstanding
experimental challenge. While local probes capture the overall
energy scales of CF and SO excited states, they cannot observe their
momentum dependence—the telltale sign of hybridization with the
underlying metallic state. This crucial microscopic knowledge
requires low-energy momentum-resolved spectroscopic methods
like quasiparticle interference or INS. Recent pioneering ARPES
studies4,21,22 have directly mapped anisotropic hybridization close to

the Fermi energy in CeMIn5 and CeM2X2 heavy fermion materials
(M = transition metal; X = Si, Ge). This new level of material-specific
microscopic insights has shone a light on the relevance of crystal
field and magnetic degrees of freedom, and has called into question
widely accepted concepts like the direct relation between the tem-
perature scale Tcoh and the formation a “large” Fermi surface22. One
common constraint of these techniques is that they lack sensitivity to
the unoccupied f-electronic structure at higher energies23. To over-
come this limitation, we take advantage of instrumental advances
that have made resonant inelastic X-ray scattering (RIXS) a powerful
probe of Kondo lattices24,25.

M-edge RIXS is a photon-in/photon-out process in which 3d core
electrons are resonantly excited and recombine by dipole-transitions
after interactingwith 4f valence states. Like INS, this serves as a probeof
two-particle correlations, providing a complementary perspective on
the single-particle spectral function measured by ARPES. It has the
advantage of true bulk-sensitivity at good energy resolution, but, in
contrast to INS, the observation of inter-/intraband transitions byX-rays
is not restricted to the spin-flip channel. RIXS also has major experi-
mental advantages, as it is not dominated by phonon scattering, and
does not require large single crystals and long counting times. Crucially
for the present context, the insights are neither limited by the instru-
mental energy resolution, nor in the range of energy transfer, and the
resonant character and polarization dependence allow to separate dif-
ferent excitation channels25.

We focus on the archetypal Kondo lattice material CePd3, with
an effective f-occupation of nf ≈0.75 (from X-ray absorption
spectroscopy26), and kBTK ≈ 55meV. The Kondo energy of this system
is thus intermediate to the bare SO coupling ESO ≈ 280meV of Ce
and the coherence energy scale kBTcoh ≈ 11meV (derived from
transport data)27 and CF splitting ECF ≈ 10meV (from comparison to
the isostructural material CeIn328 and the present DFT calculation).
This cascade of energy scales makes CePd3 ideally suited to address

Fig. 1 | Emergence of a coherent Kondo lattice state as a function of tempera-
ture in CePd3. a–c Real-space impressions of the increasingly coherent screening
of Ce moments (black arrows) across the temperature scales TK and Tcoh. Spins of
itinerant electrons are represented by red arrows (see text for details).
d–f Electronic spectral function A(k,ω) of CePd3 obtained from the combination of
density functional and dynamical mean field theory (DFT+DMFT) at 1000K, 400K,
and 116 K. The fourteen 4f orbitals of cerium form seven Kramers doublets, sepa-
rated into a J = 5/2 sextuplet and a J = 7/2 octuplet by ESO≈ 280meV. A cubic crystal
field (CF) further induces a ESO ≈ 10meV splitting between a J = 5/2Γ7 doublet (blue)
and the Γ8 quartet (red). The J = 7/2 states are split into two doublets (purple and
orange) and one quartet (green). a, d Above the Kondo temperature, TK ≈600K,

local f-electronmoments are uncorrelated. The corresponding electronic structure
only shows weak hybridization with the incoherent f-states. b, e For T < TK, local
f-electron magnetic moments effectively couple to the surrounding conduction
electrons, forming virtual-bound states in the vicinity of the Fermi energy EF
(suggested as ripples inb). The f spectral weight close to the Fermi surface remains
predominantly incoherent. c, f Below the coherence temperature Tcoh≈ 130K, the
f-states are coherently incorporated (suggested by the lattice-coherentmodulation
in Panel c) into the underlying band structure as dispersive, albeit heavy, electronic
quasiparticles. The right panel shows the density of states (DOS) summed over the
displayed high-symmetry directions, projected onto the different CF characters.
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(ARPES)4, quasiparticle interference5, and inelastic neutron scatter-
ing (INS)6 have even directly observed the formation of coherent
heavy quasiparticle bands. Frustrated magnetism7, unconventional
superconductivity8, hidden order9, as well as topologically non-
trivial10–12 and electronic-nematic states13,14 are all known to emerge
from this Kondo lattice state.

The two phenomenological energy scales (TK, Tcoh) clearly do not
suffice to account for this variety of experimental discoveries. Instead,
material-specific knowledge of the quasiparticle fine structure will be
required to disentangle the underlying interaction channels and
achieve a guided design of emergent functional properties. Magnetic,
thermodynamic15, and X-ray spectroscopic16 studies of crystal-field
(CF) ground states in Kondo lattices have indeed demonstrated that
the anisotropic hybridization of the f-electron wave function strongly
influences the ground state properties, even for materials with the
same crystal structure. Moreover, bulk measurements as a function of
external tuning parameters like magnetotransport and magnetostric-
tion suggest that the structureof unoccupied crystalfield levels cannot
be disregarded in these investigations17,18. Realistic models of these
circumstances can be achieved by the combination of density func-
tional anddynamicalmeanfield theory (DFT+DMFT). And indeed, such
calculations have recently confirmed that high energy scales like CF
and SO splitting must be taken into account to quantitatively repro-
duce low-energy ground states4,19,20.

Clarifying the mechanisms by which the properties of localized
f-electrons blend into an itinerant environment is an outstanding
experimental challenge. While local probes capture the overall
energy scales of CF and SO excited states, they cannot observe their
momentum dependence—the telltale sign of hybridization with the
underlying metallic state. This crucial microscopic knowledge
requires low-energy momentum-resolved spectroscopic methods
like quasiparticle interference or INS. Recent pioneering ARPES
studies4,21,22 have directly mapped anisotropic hybridization close to

the Fermi energy in CeMIn5 and CeM2X2 heavy fermion materials
(M = transition metal; X = Si, Ge). This new level of material-specific
microscopic insights has shone a light on the relevance of crystal
field and magnetic degrees of freedom, and has called into question
widely accepted concepts like the direct relation between the tem-
perature scale Tcoh and the formation a “large” Fermi surface22. One
common constraint of these techniques is that they lack sensitivity to
the unoccupied f-electronic structure at higher energies23. To over-
come this limitation, we take advantage of instrumental advances
that have made resonant inelastic X-ray scattering (RIXS) a powerful
probe of Kondo lattices24,25.

M-edge RIXS is a photon-in/photon-out process in which 3d core
electrons are resonantly excited and recombine by dipole-transitions
after interactingwith 4f valence states. Like INS, this serves as a probeof
two-particle correlations, providing a complementary perspective on
the single-particle spectral function measured by ARPES. It has the
advantage of true bulk-sensitivity at good energy resolution, but, in
contrast to INS, the observation of inter-/intraband transitions byX-rays
is not restricted to the spin-flip channel. RIXS also has major experi-
mental advantages, as it is not dominated by phonon scattering, and
does not require large single crystals and long counting times. Crucially
for the present context, the insights are neither limited by the instru-
mental energy resolution, nor in the range of energy transfer, and the
resonant character and polarization dependence allow to separate dif-
ferent excitation channels25.

We focus on the archetypal Kondo lattice material CePd3, with
an effective f-occupation of nf ≈0.75 (from X-ray absorption
spectroscopy26), and kBTK ≈ 55meV. The Kondo energy of this system
is thus intermediate to the bare SO coupling ESO ≈ 280meV of Ce
and the coherence energy scale kBTcoh ≈ 11meV (derived from
transport data)27 and CF splitting ECF ≈ 10meV (from comparison to
the isostructural material CeIn328 and the present DFT calculation).
This cascade of energy scales makes CePd3 ideally suited to address

Fig. 1 | Emergence of a coherent Kondo lattice state as a function of tempera-
ture in CePd3. a–c Real-space impressions of the increasingly coherent screening
of Ce moments (black arrows) across the temperature scales TK and Tcoh. Spins of
itinerant electrons are represented by red arrows (see text for details).
d–f Electronic spectral function A(k,ω) of CePd3 obtained from the combination of
density functional and dynamical mean field theory (DFT+DMFT) at 1000K, 400K,
and 116 K. The fourteen 4f orbitals of cerium form seven Kramers doublets, sepa-
rated into a J = 5/2 sextuplet and a J = 7/2 octuplet by ESO≈ 280meV. A cubic crystal
field (CF) further induces a ESO ≈ 10meV splitting between a J = 5/2Γ7 doublet (blue)
and the Γ8 quartet (red). The J = 7/2 states are split into two doublets (purple and
orange) and one quartet (green). a, d Above the Kondo temperature, TK ≈600K,

local f-electronmoments are uncorrelated. The corresponding electronic structure
only shows weak hybridization with the incoherent f-states. b, e For T < TK, local
f-electron magnetic moments effectively couple to the surrounding conduction
electrons, forming virtual-bound states in the vicinity of the Fermi energy EF
(suggested as ripples inb). The f spectral weight close to the Fermi surface remains
predominantly incoherent. c, f Below the coherence temperature Tcoh≈ 130K, the
f-states are coherently incorporated (suggested by the lattice-coherentmodulation
in Panel c) into the underlying band structure as dispersive, albeit heavy, electronic
quasiparticles. The right panel shows the density of states (DOS) summed over the
displayed high-symmetry directions, projected onto the different CF characters.
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FIG. 2. Comparison of our model with spectroscopic data, covering the electronic structure of
CePd3 from the meV to the eV scale. For a global comparison of the DFT+DMFT calculation with the
prototypical Kondo lattice material, we employ three spectroscopic methods. (a-c) Vacuum ultraviolet angle-
resolved photo emission spectroscopy (ARPES) reveals the the electronic spectral function A(k,!) with meV
resolution. (a) Low-temperature quasiparticle Fermi surface observed by ARPES. As the momentum along the
surface normal is not resolved, the pockets � and R are projected onto the kx–ky plane (cf. illustration of the
Brillouin zone). (b) High-resolution ARPES spectrum highlighting the hybridization of the almost vertical Pd
4d bands with the Ce 4f states at the � point. (c) Temperature dependence of energy distribution curves of
this Kondo resonance. The gray shaded area is the reference spectrum of a gold foil at 310K. The inset shows
the integrated intensity of f -electronic density of states normalized to the integrated intensity of the metallic
background, as approximated by the gold spectrum. (d,e) Resonant inelastic x-ray scattering (RIXS) covering
energy transfers of several eV. (d) Overview of the characteristic features of CePd3 RIXS at E0 = 882.2 eV,
here shown for Q = (0.4, 0, 0.4), at 22K. Spectral weight assigned to excitations of either spin orbit state is
marked by colored Lorentzian lineshapes. The resolution-limited elastic peak and a sloping background due
to excitations into the continuum of Pd 4d states are shaded gray. The inset shows a comparison of the low-
temperature Ce M5 X-ray absorption spectroscopy (XAS) spectrum with our DFT+DMFT calculation. (e)
Comparison of a Q = (0, 0, 0.5) RIXS spectrum at E0 with data recorded 1 eV above/below this resonance
(elastic line subtracted). Pink lines show the respective results of the AIM-RIXS calculation at 116 K. Aside
from the Raman-like J = 5/2 and J = 7/2 peaks, the calculation captures the shift of continuum excitations
to higher energy transfers at higher photon energies h⌫ (indicated by arrows). Due to the necessarily coarse
discretization, the SO gap is consistently overestimated and the continuum is mapped onto a series of peaks.
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Exp. ARPES @ Γ point

FIG. 1. Emergence of a coherent Kondo lattice state as a function of temperature in CePd3.
(a-c) Real-space impressions of the increasingly coherent screening of Ce moments (black arrows) across the
temperature scales TK and Tcoh. Spins of itinerant electrons are represented by red arrows (see text for details).
(d-f) Electronic spectral function A(k,!) of CePd3 obtained from the combination of density functional and
dynamical mean field theory (DFT+DMFT) at 1000K, 400K, and 116K. The fourteen 4f orbitals of cerium
form seven Kramers doublets, separated into a J = 5/2 sextuplet and a J = 7/2 octuplet by ESO ⇡ 280meV.
A cubic crystal field (CF) further induces a ESO ⇡ 10meV splitting between a J = 5/2 �7 doublet (blue)
and the �8 quartet (red). The J = 7/2 states are split into two doublets (purple and orange) and one
quartet (green). (a,d) Above the Kondo temperature, TK ⇡ 600K, local f -electron moments are uncorrelated.
The corresponding electronic structure only shows weak hybridization with the incoherent f -states. (b,e) For
T < TK, local f -electron magnetic moments e↵ectively couple to the surrounding conduction electrons, forming
virtual-bound states in the vicinity of the Fermi energy EF (suggested as ripples in Panel (b)). The f spectral
weight close to the Fermi surface remains predominantly incoherent. (c,f) Below the coherence temperature
Tcoh ⇡ 130K, the f -states are coherently incorporated (suggested by the lattice-coherent modulation in Panel
(c)) into the underlying band structure as dispersive, albeit heavy, electronic quasiparticles. The right panel
shows the density of states (DOS) summed over the displayed high-symmetry directions, projected onto the
di↵erent CF characters.
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• Sharp Kondo resonance near EF 
• Blind to spectral change above EF  with 

Kondo crossover

M. C. Rahn, AH et al.,  
Nat. Commun.13, 6129 (2022)



Result: LDA + DMFT calculationCore-level x-ray spectroscopies 
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3

ωin,kin

X-ray

Material
e- Photoelectron ω,k

- Valence-band XPS (ARPES) 
  directly measure the low-energy states 
- Core-level XPS  
  Site/element specific excitation 

X-ray photoemission spectroscopy: 
4

TABLE II. The values of β and dσ/dΩ at 7.940 keV and 1.487 keV51–53. Because of the parallel geometry with the analyzer along the electric
field vector [see the inset of Fig. 1(a)], we set to θ = 0→ (ϕ undefined), which means the absent of the third term in equation of dσ/dΩ. Where,
θ is the angle between the electrical field and the momentum of the photoelectron and ϕ is the angle between the photon momentum vector
and the projection of the photoelectron momentum vector on the plane perpendicular to the electrical field vector and containing the photon
momentum vector.

hν 7.940 keV 7.940 keV 1.487 keV
Atomic dσ/dΩ (p-pol.) dσ/dΩ (s-pol.) dσ/dΩ
subsell β (10−4 kb) (10−4 kb) (10−2 kb)
Ni 3d 0.37 1.21 1.07 5.20
O 2p 0.10 0.112 0.128 0.47
La 5p 1.48 93.1 11.1 17.3
La 5d 0.91 8.98 3.46 7.06
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FIG. 3. (Color online) (a) Valence-band spectra at hν = 7.940 keV
and 1.487 keV for LNO thin film on different substrates. All spec-
tra are normalized by the area of valence-band after subtracted by
shierly-type background. The main spectral features are labeled as
A-E. (b) The low-EB valence spectra corresponding to the gray-
shadow region in the panel (a). The dashed arrows in hν = 7.940
keV show εxx-dependence of the peaks A and B.

and O in a simple ionic picture. On the other hand, though its
absolute value is overestimated, the Madelung potential anal-
ysis reproduces the εxx-dependence of ∆EB for the La ion well.
Thus the point-charge picture is reasonable for La ions.

Next we investigate the tensile-strain effects on the valence-
band photoemission spectra. As shown in Fig. 3(a), we ob-
serve five characteristic features labeled by A-E at hν = 7.940
keV. According to previous SXPES studies32,35,36, features A
and B are assigned as the anti-bonding states of Ni eg and Ni
t2g orbitals hybridized with O 2p orbitals, respectively. The
bonding and non-bonding states are located at around 2-8 eV
corresponding to features C–E. The valence states around EB

= 0–4 eV, corresponding to A–C, show a systematic tensile-
strain εxx dependence, see Figs. 3(a) and (b), which we will
discuss later. The spectral intensities change between hν =
7.940 keV and 1.487 keV because of the hν dependence of
the photoionization cross-section (dσ/dΩ)51–53. Especially,
the features D and E are enhanced to other features with in-

!"
#$
"%
&#'
()*
+,
-(.
"&
#%
/

0&"1&"2(3"$+2'()$4/
56789 55-:;-5;-:

)*/ ),/  B

 A

LaNiO3
7.940 keV

A

 B

 C

D

 E

 LAO    LSAT
 STO    DSO

Exp.

Total DOS

         LAO
(εxx = -1.02 %)

 Ni 3d  O 2p
 La 5p  La 5dPartial DOS

         DSO
(εxx =  2.39 %)

        LSAT
(εxx = 0.39 %)

         STO
(εxx = 1.46 %)

FIG. 4. (Color online) Upper two spectra are experimental and calcu-
lated total density of states (DOS) by the LDA calculations valence
spectra at hν = 7.940 keV with p-pol. configuration. The calculated
spectra were obtained by multiplying the Ni 3d, O 2p, La 5p, and
La 5d partial DOS which already taking their respective dσ/dΩ into
account, as shown in Table II. The bottom spectra shows the detail
of the PDOS weights of each elements. All calculated spectra are
multiplied by a Fermi Dirac function at 300 K after the convolutions
with an energy resolution of 250 meV expressed in Gaussian and an
energy-dependent Lorentzian broadening of 200|EB | meV (Ref. [57]
and [58]).

creasing hν from 1.487 to 7.940 keV. To understand the hν
dependence, we evaluate the cross-section51–53

dσ

dΩ
=

σ

4π
[1+β P2(cosθ )+ (γ cos2 θ + δ )sinθ cosϕ)]

for the present experimental geometry. The first two terms and
the third one describes dipolar and nondipolar contributions,
respectively. Table II summarizes the dipole parameter of the
angular distribution (β ) and dσ/dΩ values for each element
at 7.940 keV in and 1.487 keV. The dσ/dΩ value for Ni 3d
and O 2p orbitals decreases from 1.487 keV to 7.940 keV. Re-
markably, the ratio of dσ/dΩ of the La 5p to Ni 3d orbital
is estimated to be ∼77 for 7.940 keV, which is substantially

Core levels Valence bands Near Fermi (QP)

Core levels (no momentum dependence)
Core electrons (holes) completely localized at each ion

- Element specific information (valency) 
- Local electronic structure  
  (Hund’s multiplet, crystal field, and more …)
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MO6 cluster model (since 1980’s)

✔ All local interactions explicitly (incl. core orbitals at the excited site) 

✖ Only nearest-neighboring ligands (no translational symmetry) 

✖ Many adjustable parameters (fitted to reproduce the experimental data)

Multiplet ligand-field calculation (Cluster model) 

PHYSICAL REVIEW B 85, 165113 (2012)

Multiplet ligand-field theory using Wannier orbitals

M. W. Haverkort,1 M. Zwierzycki,2 and O. K. Andersen1

1Max Planck Institute for Solid State Research, Heisenbergstraße 1, 70569 Stuttgart, Germany
2Institute of Molecular Physics, Polish Academy of Sciences, M. Smoluchowskiego 17, 60-179 Poznań, Poland
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We demonstrate how ab initio cluster calculations including the full Coulomb vertex can be done in the basis
of the localized Wannier orbitals which describe the low-energy density functional (local-density approximation)
band structure of an infinite crystal, e.g., the transition-metal 3d and oxygen 2p orbitals. The spatial extent
of our 3d Wannier orbitals (orthonormalized N th-order muffin-tin orbitals) is close to that found for atomic
Hartree-Fock orbitals. We define ligand orbitals as those linear combinations of the O 2p Wannier orbitals which
couple to the 3d orbitals for the chosen cluster. The use of ligand orbitals allows for a minimal Hilbert space
in multiplet ligand-field theory calculations, thus reducing the computational costs substantially. The result is
a fast and simple ab initio theory, which can provide useful information about local properties of correlated
insulators. We compare results for NiO, MnO, and SrTiO3 with x-ray absorption, inelastic x-ray scattering, and
photoemission experiments. The multiplet ligand-field theory parameters found by our ab initio method agree
within ∼10% with known experimental values.
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I. INTRODUCTION

Many electronic properties of solids can now be described
ab initio thanks to the advent of powerful computers and the
development of ingenious methods, such as density-functional
theory1–3 (DFT) with local density4 (LDA) or generalized
gradient5 (GGA) approximations, the LDA + Hubbard U
(LDA + U ),6,7 quantum chemical methods,8–12 dynamic
mean-field theory,13–20 quantum Monte Carlo simulations,21,22

and exact diagonalization for finite clusters.22,23 Nevertheless,
for correlated open-shell systems with several local orbital
and spin degrees of freedom, electronic-structure calculations
remain a challenge.

Ground-state properties and spectral functions may be
calculated by exact diagonalization of the many-electron
Hamiltonian, but this is hindered by the exponential growth
of the Hilbert space with the number of correlated electrons
in the system. Exploiting symmetry and limiting the number
of correlated electronic degrees of freedom may enable the
treatment of relatively large clusters, as was done in the
important case of doped high-Tc cuprates, where symmetry
in the spin sector allowed Lau and co-workers to use clusters
with up to 32 CuO2 plaquettes, each with a single Cu dx2−y2 ,
and two O p orbitals.24 For local properties, such as excitonic
spectra, exact diagonalization for finite clusters becomes much
more appealing, as relatively small clusters often suffice.
Magnetic anisotropies, g tensors, magnetization-dependent
electron-spin resonance spectra, crystal-field excitations, and
a manifold of excitonic core-level spectra are usually well
described using very small clusters. For transition-metal and
rare-earth compounds, the cluster may often be limited to
merely a single d- or f -electron cation surrounded by its
nearest-neighbor ligands as illustrated in Fig. 1. For clusters
that small, exact diagonalization is equivalent to multiplet
ligand-field theory (MLFT), one of the earliest quantum-
chemistry methods developed to describe the electronic struc-
ture of transition-metal and rare-earth compounds.25 MLFT
is a highly cost-efficient method, able to account for many

of the local properties and excitonic spectra of correlated
materials.

MLFT calculations traditionally use parameters fitted to
experiments. Despite being a great help for understanding and
interpreting experimental results, this approach is, however,
not completely satisfactory and, over the years, numerous
theoretical studies have therefore been devoted to obtaining
MLFT parameters ab initio.26–41 Sugano and Shulman26

calculated the ligand-field parameters by constructing single-
particle molecular orbitals (MOs) as linear combinations of
atomic Hartree-Fock orbitals and thereby in several cases
obtained qualitative agreement with experiments. More often,
MO theory with a more complete basis is used.29,30 After
the LDA had proven useful not only for s and p, but also
for d and f electrons in solids,42 several authors obtained
MLFT parameters by performing an LDA calculation for
the cluster and using its Kohn-Sham MOs.31–37 Such a
calculation breaks the translation invariance of the crystal
already at the single-particle LDA level, and it is necessary
to remedy finite-size and surface effects, e.g., by embedding
the cluster in a set of point charges mimicking the rest
of the solid. Such procedures are not well controlled, e.g.,
depending on the details, the sign of the crystal field may
change.26–28

Here we use a different route to performing ab initio
MLFT calculations. Our procedure is similar to the method
originally devised by Gunnarsson et al.43,44 for obtaining the
parameters in the Anderson impurity model and, in the last
15 years, used extensively for dynamical-mean-field-theory
(DMFT) calculations for realistic solids (LDA + DMFT).16–20

We start our ab initio MLFT calculation by performing a DFT
calculation for the proper, infinite crystal using a modern DFT
code which employs an accurate density functional and basis
set [e.g., linear augmented plane waves (LAPWs)].45,46 From
the (self-consistent) DFT crystal potential we then calculate a
set of Wannier functions suitable as the single-particle basis for
the MLFT calculation.47–52 Since the members of such a set are
centered on either the transition-metal (TM) or ligand atoms,
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FIG. 2. (Color online) Left panel: NiO LDA band structure calculated with the large LAPW basis set (thin, black lines) and with the small
Wannier-orbital basis set consisting of three O p (green), three Ni d(t2g) (blue), and two Ni d(eg) (red) orthonormalized NMTOs per NiO
(thick colored lines). Colors are mixed according to the hybridization between the Bloch sums of the three kinds of orbital. The Fermi level
is taken as the zero of energy. Middle panel: Wannier-orbital projected densities of states. Right panel: The eight Wannier orbitals. Shown are
constant-amplitude contours containing 90% of the orbital charge with the color (red or blue) giving the sign. The Ni(O)-centered octahedra
have O(Ni) at their corners.

directly by using the N th-order muffin-tin orbital (NMTO)
method.47–49 This method solves the problem exactly by
multiple-scattering theory at N + 1 chosen energies, followed
by N th-order polynomial interpolation in the Hilbert space,
but only for a superposition of spherically symmetric short-
ranged potentials (to leading order in the potential overlap).
We must therefore first perform the overlapping muffin-tin
approximation58 (OMTA) to the warped MT potential, i.e.,
by least-squares minimization determine the radial shapes
of the overlapping potential wells and the common potential
zero.

The resulting basis set of five Ni d plus three O p NMTOs
per cell59,60 with the N + 1 = 2 energies ε0 = −5.2 and
ε1 = −1.2 eV produces the eight colored, thick bands in
Fig. 2. Within the width of the line they are indistinguishable
from the LAPW bands. Hence, the NMTO minimal basis set
for the OMTA to the warped potential is a highly accurate
representation of the large LAPW basis set for the low-energy
states, but many times more efficient. Our Wannier orbitals
are symmetrically orthonormalized NMTOs,47–49 and the
colors indicate the relative O p, Ni d

(
t2g

)
, and Ni d

(
eg

)

Wannier-orbital characters. The middle panel of Fig. 2 shows
the partial density of states projected onto these Wannier
orbitals. Compared with the commonly used projection onto
truncated partial waves inside a MT sphere, our projection
has the advantage of leading to well-defined occupation
numbers because it is onto a complete, orthonormal basis set
of localized, smooth orbitals. Our projection also takes care
of the O p (t1u) character which flows into the neighboring
Ni MT sphere due to the large size of the Wannier O p
orbital. In this regard, it should be remembered that a MT
sphere is not chosen to give a good representation of the
charge density, and hence of the occupied Wannier orbitals,

but of the potential. Since the latter has an envelope function
which for rocksalt-structured NiO is essentially the Coulomb
potential from equal but opposite point charges on identical
cubic sublattices, Ni and O have similar-sized MT spheres.
This makes it necessary for the wave functions resulting from a
MT-based method for solving Schrödinger’s equation, such as
the LAPW method, to carry the partial-wave expansions much
further than to p or d, typically to l ∼ 8, because the outer parts
of the O p orbitals, for instance, are being expanded around the
Ni sites. Nevertheless, with appropriately normalized partial
waves, projection of the density of states does give similar
results as with Wannier pd orbitals.

The eight Wannier orbitals wi (r) are shown on the right-
hand side of Fig. 2 as those surfaces where |wi (r)| = const and
which incorporate 90% of the charge,

∫
S
|wi (r)|2 d3r ≡ 0.9.

The red or blue color of a lobe gives its sign. As one can see, the
Ni d orbitals are extremely well localized. This is a necessary
condition for several many-body models which implicitly
assume such an orbital basis set, for example, the Hubbard
model which neglects all off-site Coulomb correlations. In
order to visualize the localization of the Ni 3d Wannier orbitals
at a more quantitative level, we computed the effective radial
wave functions for the t2g and eg orbitals by multiplying with
the corresponding spherical harmonics and averaging over all
solid angles. These radial functions are compared in Fig. 3
with that of a Ni atom in the d8 configuration as calculated
with the Hartree-Fock method.61 Although there are slight
differences, the agreement is astonishing. The local Ni d
Wannier orbitals in NiO are rather similar to atomic Ni wave
functions. Note that the atomic Ni d radial function depends on
the filling of the d shell, but is rather insensitive to the filling
of the 4s shell. The atomic radial function shown in Fig. 3
is calculated for a Ni2+(3d84s0) configuration, but would be
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FIG. 3. (Color online) Angular-averaged radial wave functions
R(r) for the Ni eg and Ni t2g Wannier orbitals compared with
the Hartree-Fock radial wave function for a Ni2+ ion in a 3d8

configuration. For Ni+ 3d8s1 and Ni 3d8s2, the radial functions
are similar. The distance to the nearest oxygen is 2.09 Å, which
is consistent with the sum of the ionic radii of 0.72 Å for Ni2+ and
1.40 Å for O2−. The inset shows the Slater integrals Eq. (1) for the
multipole Coulomb interactions.

practically the same for a Ni+ (3d84s1) or neutral Ni
(
3d84s2

)

configuration.
Since we have chosen not to include Ni s orbitals in the

minimal basis, it does not describe the high-lying, empty
Ni 4s band which has antibonding O 2p character. The
corresponding Ni 4s bonding character of the O 2p-like
band is, however, completely taken care of by including
(downfolding) the Ni 4s character into the tails of the O 2p
Wannier orbitals, as is seen in Fig. 2. In the bottom right-hand
panel one can see how Ni 4s character is added at the tip of
each lobe of the O 2p orbital, such that the outermost 4s radial
lobe expands the tip of the 2p lobe, while the remaining inner
radial 4s lobes of alternating sign cause the 2p lobe to tail
off in an oscillating manner. The shape of the O 2p Wannier
orbital is of course also influenced by the requirement that it
be orthogonal to the Ni 3d Wannier orbitals.

The NMTO method is particularly useful when a real-
space tight-binding representation of the Hamiltonian is
needed.17,20,43,44,50,52 Both the orthogonal Wannier functions
as well as the corresponding tight-binding representation of
the Hamiltonian in this basis set are directly available in the
NMTO formalism. Details on the NMTO method can be
found in previous publications47–49 and Appendix B. Here
we would like to stress that the Wannier orbitals used within
this paper are not constructed by maximally localizing the
Wannier functions,62 but their extent is a result of symmetry
constraints. This leads to orbitals that are not always maximally
localized, especially in the details of the tails of these orbitals.
The Ni d Wannier orbitals obtained by NMTO do show a
very large overlap with atomic orbitals, which might well be
larger than the overlap one might find between atomic orbitals
and maximally localized Wannier orbitals. It is the agreement
between our Wannier orbitals and atomic orbitals which makes
the method successful. An alternative method to obtain good
Wannier orbitals for correlated model calculations could be
to maximize the overlap of the Wannier orbital with atomic
orbitals.

Although only the Ni d bands in Fig. 2 are partly occupied,
inclusion of O p orbitals in the basis is important for describing
spectroscopy. In photoemission, for example, the removal of

a TM d electron can lead to a transfer of charge from the O to
the TM atom. This dynamical screening would not be captured
on a basis of only TM d orbitals. Multiplet crystal-field theory
(MCFT), i.e., local calculations using a basis of only TM d
orbitals, which have antibonding O p tails fixed to them, can
be useful in many other cases, for example for calculating
magnetic anisotropies. In this paper, however, we concentrate
on multiplet ligand-field theory and explicitly include the O p
orbitals in the basis set.

Until now, we have considered an infinite crystal and have
calculated the one-electron potential in the local-density and
warped muffin-tin approximations. For that potential we have
derived a set of localized O p and Ni d Wannier orbitals
which exactly describe the O p and Ni d bands, as well as the
corresponding tight-binding Hamiltonian. We now use these
orbitals and this Hamiltonian for the NiO6 cluster (Fig. 1).
The band structure thereby reduces to the O p-like π and σ
levels and the Ni d-like π∗ and σ ∗ levels shown in the central
part of the left-hand panel of Fig. 4, plus some O p levels
which do not couple to the Ni d levels and are therefore not
shown in the figure. For comparison, we repeat from Fig. 2 the
crystalline density of states projected onto the O p, Ni d(t2g),
and d(eg) orbitals. In the following we discuss the formation
of these simple cluster levels before we consider calculating
many-electron multiplets.

The NMTO Ni d Wannier orbitals have the on-site energies
εt2g

= −1.55 and εeg
= −1.05 eV with respect to the Fermi

level. Had the potential been spherically symmetric within the
range of the Ni d orbitals, the eg and t2g radial functions in
Fig. 3 would have been identical, and their levels degenerate
with energy εd = 3

5εt2g
+ 2

5εeg
= −1.35 eV. The crystal-field

splitting, 10Dq = εeg
− εt2g

= 0.5 eV, is basically due to the
fact that the eg and t2g orbitals point respectively toward and
between the nearest oxygen neighbors, which are negatively
charged. (The notation 10Dq for εeg

− εt2g
is standard in

MLFT.63) In the conventional ionic picture, two electrons
are transferred from each neutral Ni 3d84s2 atom to each
O atom, where they complete the 2p shell. Hence, the
crystal-field splitting would be the radial matrix element of
the nonspherical part of the electrostatic Madelung potential
proportional to r4{Y40(r̂) +

√
(5/14)[Y44(r̂) + Y4−4(r̂)]} from

these ±2 charges. However, with the atomic radial function
shown in Fig. 3, which yields 〈r4〉 ≈ (0.71 Å)4, the splitting
is merely ∼0.3 eV, i.e., ∼0.2 eV too small, and this is even
an overestimate because the charge transfer from the 4s to
the 2p band is reduced by covalency. Note in passing that,
had we taken the anisotropy of the electrostatic potential to
be the one caused by the LDA charge density and the protons
outside the Ni MT sphere, we would have obtained merely
0.01 eV. This is so because the Ni MT radius of 1.10 Å is
larger than the Ni2+ ionic radius of 0.72 Å and thus cuts off part
of the oxygen charge density (remember that MT spheres are
designed to describe the potential and not the charge density).
Hence, the anisotropy experienced by the different angular
behaviors of the eg and t2g orbitals can at most account for
only half the calculated crystal-field splitting. Next, we turn to
the different radial behaviors (Fig. 3). These are mostly due
to the requirement that the Ni eg and t2g Wannier orbitals be
orthogonal to the nearest O 2p orbitals. The eg radial function
changes sign for increasing r , while the t2g radial function
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TABLE I. Top panel: MLFT parameters obtained from LDA. The Slater integrals are obtained from the spherically averaged Wannier
orbitals. Lower two panels: One-electron tight-binding parameters as obtained from the LDA TM d O p Wannier-orbital set. The hopping is
from the first to the second orbital displaced by the vector [abc]. [000] denote on-site energies. Shown are only those values larger than 10 meV.
The bold numbers enter in the MLFT calculations; the normal font longer-range hopping integrals are truncated in the cluster approximation.
For the p-p hopping in the [001] direction of SrTiO3 the first two values listed concern hopping along an O-Ti-O bond. The last three values
concern O-O hopping in the Sr-O plane. The notation for the eg orbitals is such that dz2 ≡ d3z2−1 and dXY ≡ dx2−y2 . All values are in eV.
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NiO 2.06 1.21 0.56 0.72 0.08 11.14 6.87 11.51 6.67 4.92 2.80 1.40 12.87 15.89 9.58
MnO 1.92 1.15 0.67 0.53 0.04 9.35 5.78 6.85 5.29 3.77 2.14 0.77 10.93 13.56 8.15
SrTiO3 4.03 2.35 1.79 0.99 0.02 8.38 5.25 3.78 4.23 2.81 1.59 0.43 9.85 12.08 7.35
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near the bottom of the Ti t2g band, and at various places in
the O 2p band, small discrepancies may be detected. These
are most likely due to the OMTA causing a slightly inaccurate
description of the hybridization with the high-lying Sr 4d and
Ti 4s bands.

From the right-hand side of the figure, we see that for
all three materials the TM 3d Wannier orbitals are very well
localized. This is a necessary condition for using them in
MLFT. We do not show the O 2p orbitals as in Fig. 2, but had
we done so for SrTiO3, we would have seen not only bonding
Ti 4s character of the p orbital pointing toward Ti, but also bits
of bonding Sr 4d and 5s characters of the two other p orbitals,
which point toward Sr.50 The good localization of the Ti eg

orbitals is related to the feature seen in the left-hand panel
around 8 eV, that the NMTO Ti eg band interpolates smoothly
across the avoided crossing of the LAPW Ti eg and Sr eg bands.
Had this not been the case, the Ti eg Wannier orbitals would
have been long ranged. Hence, we can construct a minimal
set of localized NMTOs, even when bands described by the
set are crossed by and hybridize with other bands, provided
that we can choose the N + 1 expansion energies outside the
range of those other bands. For SrTiO3, we used ε0 = −2.6
and ε1 = 1.5 eV.

The 3d Wannier orbitals for the three oxides are very
similar; they merely contract along the 3d row of the periodic
table. This is seen when going from the bottom to the top in
the right-hand panel of Fig. 5, and even more clearly in Fig. 6
where we show the angular-averaged t2g Wannier orbitals. The
well-known reason for this orbital contraction is as follows:
Upon proceeding one step along the TM row, a proton and
an electron are added. The electron incompletely screens the
attractive potential from the proton seen by another valence
electron, and as a result, the one-electron potential becomes
deeper and deeper upon proceeding along the series, until
the d shell is full and the screening is complete. Since this
mechanism is atomic, the shapes of our 3d Wannier functions

are fairly robust and the chemistry merely changes tails—and
thereby normalizations—a little. This is what we saw in Fig. 3.
For that reason, the contraction seen in Fig. 6 of the t2g

radial functions—which are less influenced by O than the eg

functions—closely follows that of the 2 + ionic radii, which
are 0.72 (Ni2+), 0.80 (Mn2+), and 0.90 Å (Ti2+), in the sense
that at the respective radius, all three radial functions have
about the same amplitude. This happens although the Wannier
orbitals are calculated for the real solids, which in the case of
SrTiO3 have a Ti-O distance far smaller than expected from
the size of the Ti t2g function in Fig. 6. That the chemical
binding of SrTiO3 is different than those of NiO and MnO
also becomes clear by adding the accepted ionic radius of
O2− (1.40 Å) to the M2+ radii given above (M represents the
transition metal), obtaining 2.12, 2.20, and 2.30 Å for the
M-O distance in, respectively, NiO, MnO, and SrTiO3. The
real distances in NiO and MnO are nearly the same, but much
smaller (1.95 Å) in SrTiO3.

The short Ti-O distance is of course reproduced by
using the Ti4+ radius of 0.68 Å which corresponds to
the band-structure configuration Sr2+Ti4+(O2−)3 = Sr 4d0

Ti 3d0 (O 2p6)3. This ionic picture of the binding seems to
neglect the Ti-O and Sr-O covalencies predicted by the LDA,
i.e., the fact that there is a considerable amount of Ti 3d and
Sr 4d partial-wave character in the O 2p bands. But this is
only apparently so: The Ti 3d and Sr 4d radial functions
are essentially exponentially increasing because they solve
the respective radial Schrödinger equation for O 2p-band
energies, which are far below those of the Ti 3d and Sr 4d
bands. Hence, these partial waves simply complete the shape
of the O 2p Wannier orbitals inside the Ti and Sr MT spheres.

IV. COMPARISON WITH EXPERIMENTS

In order to test the quality of MLFT calculations using the
LDA Wannier orbitals, we now present a comparison between
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Result: LDA + DMFT calculation

Coulomb interaction between 3d electrons
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Z +1

0
r21r

2
2dr1dr2R

2
3d(r1)R

2
3d(r2)

rk<
rk+1
>
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: , ,  allowed for 3d-3d interactionsF0 F2 F4

Calculated from atomic Hartree Fock method, 

constrained random phase approximation etc 

: in reality, screening must be taken into account

U = F0 : Hubbard parameter 

J =
F2 + F4

14
: Hund’s parameter 

Angular part of  the integral:  

fk(!1!2,!3!4) = �ms1,ms3�ms2,ms4

X

q

(�)qhl1ml1|Ck
q |l3ml3ihl2ml2|Ck

�q|l4ml4i
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⟨lm |Ck
q | l′ m′ ⟩ = ( − )m (2l + 1)(2l′ + 1) ( l k l′ 

0 0 0) ( l k l′ 

−m q m′ )Calculated by CG coefficients (3j symbols) :

here, ! = (ml,ms)
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(orbital, and spin magnetic 
quantum number)

Local interaction: Coulomb interaction (valence-valence)

H3d−3d = ∑
k=2,4

Fk(3d,3d) ∑
ω1<ω2,ω3<ω4

[ f k(dω1dω2, dω3dω4) − f k(dω1dω2, dω4dω3)](dω1)†(dω2)†(dω4)(dω3)

direct exchangeF0 omitted 
(monopole part)



Result: LDA + DMFT calculationLocal interaction: Coulomb interaction (core-valence)

Coulomb interaction between 2p (core) and 3d (valence) electrons

H2p−3d = ∑
ω1,ω2,ω3,ω4

[(pω1dω2
1

r12
pω3dω4) − (pω1dω2

1
r12

dω4pω3)](pω1)†(pω3)(dω2)†(dω4)

direct exchange

= F2(2p,3d) ∑
ω1,ω2,ω3,ω4

f 2(pω1dω2, pω3dω4)(pω1)†(pω3)(dω2)†(dω4)

: direct term

F0 omitted 
(monopole part)

− ∑
k=1,3

Gk(2p,3d) ∑
ω1,ω2,ω3,ω4

f k(pω1dω2, dω4pω3)(pω1)†(pω3)(dω2)†(dω4)

: exchange term

Fk(2p,3d) = ∫
∞

0 ∫
∞

0
R2

2p(r1)R2
3d(r2)

rk
<

rk+1
>

r2
1r2

2 dr1dr2

Gk(2p,3d) = ∫
∞

0 ∫
∞

0
R2p(r1)R3d(r1)R2p(r2)R3d(r2)

rk
<

rk+1
>

r2
1r2

2 dr1dr2

Slater 
integral

ω3

ω1

ω4

ω2
r12

2p 3d

2p 3d

Atomic radial function  
(from atomic Hartree-Fock calc.)

×0.5

2p3/2

2p1/2

3d

+

2p-3d  
multiplet



Result: LDA + DMFT calculation
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ΔCT −Q
Hyb. | f1⟩
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Well screened
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2p1/2

2p3/2

Two peaks ??

Calc.

NiO

Core-level x-ray spectroscopies 

: Ni : O

X-ray

: Ni 

: O

NiO6 Cluster model Realistic Crystal

X-rayX-ray

Ni
O

MO6 cluster model (since 1980’s)



2p1/2

2p3/2

Two peaks ??

Calc.

Result: LDA + DMFT calculation

e- e-

dn
L0

e-

dndn
ligand

Final state (with a core-hole): 

| f ⟩ = |cdn⟩ + |cdn+1L⟩ + ⋯

e-

Core hole 
(test charge)

+

Energy

|cdn+1L1⟩

|cdn⟩
ΔCT −Q
Hyb. | f1⟩

| f2⟩

Well screened

Poorly screened EB

Metal-ligand charge transfer 
Metal-metal charge transfer 

: info. low-energy electronic structure

NiO

Core-level x-ray spectroscopies 
Metal - metal charge transfer :      
: information on d bands (near Fermi energy)

dn + dn → dn+1 + dn−1



Result: LDA + DMFT calculation

: DFT + DMFT  
  Anderson model

Quantum embedding

Incl. both ligand and  
metal 3d bands

dn

Bath

e-

Quantum embedding approach to core-level spectroscopies 

Fermi golden rule

F(EB) = ∑
f

|⟨ f |T |g⟩ |2 δ(EB − Ef − Eg)
X-ray transition (dipole)

EB = ω − ε − ϕ,
ε : Kinetic energy of PE
ω : Photon energy

HDMFT−AIM + Hcore + Hcore−valence

Core orbitals and their interaction included

: spin-orbit coupling 

: core-valence Coulomb multiplet 

  (Monopole part is adjusted to fit 

the experimental spectrum)



Result: LDA + DMFT calculation

NiO A. Hariki et al., PRB 96, 045111 (2017)
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FIG. 1. (a) LDA + DMFT valence spectra of NiO. The experimental data (black, dotted) are taken from Ref. [49]. (b) DMFT hybridization
function. (c) Ni L3-edge XAS calculated by LDA + DMFT (solid), cluster model (blue, dashed) and the experimental data in Ref. [50]. RIXS
spectra calculated by (d) LDA + DMFT. (e) experimental data [51]. (f) RIXS spectra calculated by the cluster model. (g) RIXS spectra
calculated without hybridization intensities from −2.0 to 0.0 eV. The RIXS intensities above the horizontal lines (white) are magnified by a
factor indicated in panels. The spectral broadening is taken into account using a Gaussian of 150 meV for RIXS, a Lorentzian 250 meV for
XAS, and a Gaussian 600 meV for valence XPS.

intensities. The contribution to XAS from an initial state |n〉
is given by

F (n)
XAS(ωin ) = − 1

π
Im

∑

n

〈n|T †
i

1
ωin + En − ĤAIM + i#

Ti|n〉.

For comparison, we present L-edge XAS and RIXS spectra
calculated by the cluster model. The on-site Hamiltonian
of the cluster model has the same form as ĤTM, while the
hybridization part takes into account only molecular orbitals
composed of nearest-neighboring ligand p states, thus in-
evitably excitations are bounded within the cluster. Our con-
struction of the cluster model can be found in Ref. [48].

III. RESULTS AND DISCUSSION

A. NiO

Figure 1(a) shows the valence spectra of NiO calcu-
lated by LDA + DMFT in the antiferromagnetic state at
T = 300 K (below the experimental Néel temperature of
525 K). We employed U = 7.0 eV and J = 1.2 eV [25].
We find a fair agreement with experimental photoemission
and inverse photoemission data [49] for µdc in the range
of 50 − 52 eV (The µdc dependence of valence, XAS and
RIXS spectra can be found in Appendix B). Here we present
the result obtained with µdc = 50 eV. Figure 1(c) shows
Ni L2,3-edge XAS calculated using the LDA + DMFT and
cluster model, together with the experimental data [50].
The Ni L2,3 XAS is composed of the main line (ωin be-
tween 850 − 855 eV), corresponding to |cd9〉 final-state con-
figuration, and the weak satellite (ωin ∼ 856 eV), corre-
sponding to |cd10v〉 configuration. Here, c and v denote a
hole in 2p core level and valence bands, respectively. The

LDA + DMFT and cluster-model results are almost identical
to each other and show a good agreement with the experimen-
tal data. The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS final
states.

Figure 1(d) shows Ni L3-RIXS map obtained by LDA +
DMFT. For comparison, Figs. 1(e) and 1(f) show the cluster-
model result and the experimental data [51]. Three distinct
RIXS features are observed: RL d-d excitations (ωloss = 1 −
4 eV); the CT excitations (ωloss = 4 − 8 eV) showing a broad
feature along ωloss; FL feature, showing a linear increasing
feature with ωin. The RL and CT excitations resonate mainly
at the L3 main line, while the FL feature appears for ωin >
855 eV. The LDA + DMFT spectrum shows a good overall
agreement with the experimental data. In the cluster-model
result, though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is missing due to
the lack of the unbound EHP continuum in this description.
The lowest d-d peak at 1.0 eV in the experimental data,
corresponding to a single excitation from t2g orbit to eg orbit
in the one-electron picture [52], is located at around 0.85 eV
in both the LDA + DMFT and cluster-model results, see also
Appendix B. The quantitative discrepancy could be attributed
to underestimation of the eg-t2g splitting due to covalency in
the present LDA calculation [17].

The FL feature originates from unbound EHP excitations.
The low ωloss-region of the FL features reflects the EHPs
that involve low-energy valence bands, as demonstrated in
Fig. 1(g). There the hybridization intensity V (ε) (from −2 to
0 eV), see Fig. 1(b), is numerically removed, thus prohibiting
creation of a hole in the low-energy valence bands in the RIXS
process. As a result, the low-ωloss part of the FL feature around
4 − 6 eV disapprears.

115130-3
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Quantum embedding approach to core-level spectroscopies 



: hybridization property of 3d orbitals 
  in the metal site (impurity) with the crystal  

Hybridization density V2(ε)

Note : Coulomb interaction is not included 
in V(ε) of the finite-size clusters in figures

V
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DMFT self-energy

Local GF
Local Hamiltonian 
(at embedded site)

Ni (1/2,1/2,0)

n.n. O sites

Hybridization density of Ni eg orbital

Cluster model

Incl. Ni (1/2,1/2,0)

Incl. Ni (1, 0, 0)

LDA

LDA+DMFT (PM)

Incl. O (1/2,1/2,1/2)

O 2p

gap

metal

Result: LDA + DMFT calculationQuantum embedding approach to core-level spectroscopies 

: Key quantity in embedding approach

M. Ghiasi, AH et al., Phys. Rev. B 100, 075146 (2019)



Result: LDA + DMFT calculation
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FIG. 1. (a) LDA + DMFT valence spectra of NiO. The experimental data (black, dotted) are taken from Ref. [49]. (b) DMFT hybridization
function. (c) Ni L3-edge XAS calculated by LDA + DMFT (solid), cluster model (blue, dashed) and the experimental data in Ref. [50]. RIXS
spectra calculated by (d) LDA + DMFT. (e) experimental data [51]. (f) RIXS spectra calculated by the cluster model. (g) RIXS spectra
calculated without hybridization intensities from −2.0 to 0.0 eV. The RIXS intensities above the horizontal lines (white) are magnified by a
factor indicated in panels. The spectral broadening is taken into account using a Gaussian of 150 meV for RIXS, a Lorentzian 250 meV for
XAS, and a Gaussian 600 meV for valence XPS.

intensities. The contribution to XAS from an initial state |n〉
is given by

F (n)
XAS(ωin ) = − 1

π
Im

∑

n

〈n|T †
i

1
ωin + En − ĤAIM + i#

Ti|n〉.

For comparison, we present L-edge XAS and RIXS spectra
calculated by the cluster model. The on-site Hamiltonian
of the cluster model has the same form as ĤTM, while the
hybridization part takes into account only molecular orbitals
composed of nearest-neighboring ligand p states, thus in-
evitably excitations are bounded within the cluster. Our con-
struction of the cluster model can be found in Ref. [48].

III. RESULTS AND DISCUSSION

A. NiO

Figure 1(a) shows the valence spectra of NiO calcu-
lated by LDA + DMFT in the antiferromagnetic state at
T = 300 K (below the experimental Néel temperature of
525 K). We employed U = 7.0 eV and J = 1.2 eV [25].
We find a fair agreement with experimental photoemission
and inverse photoemission data [49] for µdc in the range
of 50 − 52 eV (The µdc dependence of valence, XAS and
RIXS spectra can be found in Appendix B). Here we present
the result obtained with µdc = 50 eV. Figure 1(c) shows
Ni L2,3-edge XAS calculated using the LDA + DMFT and
cluster model, together with the experimental data [50].
The Ni L2,3 XAS is composed of the main line (ωin be-
tween 850 − 855 eV), corresponding to |cd9〉 final-state con-
figuration, and the weak satellite (ωin ∼ 856 eV), corre-
sponding to |cd10v〉 configuration. Here, c and v denote a
hole in 2p core level and valence bands, respectively. The

LDA + DMFT and cluster-model results are almost identical
to each other and show a good agreement with the experimen-
tal data. The match of the two is expected as the CT screening
from the surrounding atoms is rather weak in the XAS final
states.

Figure 1(d) shows Ni L3-RIXS map obtained by LDA +
DMFT. For comparison, Figs. 1(e) and 1(f) show the cluster-
model result and the experimental data [51]. Three distinct
RIXS features are observed: RL d-d excitations (ωloss = 1 −
4 eV); the CT excitations (ωloss = 4 − 8 eV) showing a broad
feature along ωloss; FL feature, showing a linear increasing
feature with ωin. The RL and CT excitations resonate mainly
at the L3 main line, while the FL feature appears for ωin >
855 eV. The LDA + DMFT spectrum shows a good overall
agreement with the experimental data. In the cluster-model
result, though the RL feature is reproduced, the CT feature
is found at a sharp ωloss and the FL feature is missing due to
the lack of the unbound EHP continuum in this description.
The lowest d-d peak at 1.0 eV in the experimental data,
corresponding to a single excitation from t2g orbit to eg orbit
in the one-electron picture [52], is located at around 0.85 eV
in both the LDA + DMFT and cluster-model results, see also
Appendix B. The quantitative discrepancy could be attributed
to underestimation of the eg-t2g splitting due to covalency in
the present LDA calculation [17].

The FL feature originates from unbound EHP excitations.
The low ωloss-region of the FL features reflects the EHPs
that involve low-energy valence bands, as demonstrated in
Fig. 1(g). There the hybridization intensity V (ε) (from −2 to
0 eV), see Fig. 1(b), is numerically removed, thus prohibiting
creation of a hole in the low-energy valence bands in the RIXS
process. As a result, the low-ωloss part of the FL feature around
4 − 6 eV disapprears.
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TABLE I. Coulomb interaction U , Hund’s interaction J , core-
hole potential Udc, and double-counting correction µd used in the
studied compounds (in eV).

NiO CoO MnO V2O3 Fe2O3 Cr2O3 LaCrO3

U 7.0 7.3 7.0 4.8 6.8 7.0 7.0
J 1.1 1.1 0.95 0.7 0.86 0.8 0.8
Udc 7.8 8.6 8.5 6.5 8.4 9.0 9.0
µd 52.0 47.6 30.5 8.1 30.6 23.6 23.8

correction µd . The isotropic parts of the 3d-3d (Udd ) and
2p-3d (Udc) interactions are shown explicitly, while terms
containing higher Slater integrals and the SO interaction are
contained in Ĥmultiplet.

A. Computational parameters

The parameters in the present approach are the 3d-3d
and 2p-3d interaction constants and the double-counting
correction µd . We used the typical values of the 3d-3d U,J
interaction parameters reported for transition metal oxides
obtained with constraint RPA and LDA methods for NiO,
CoO, MnO, Fe2O3 (FeO) [44–46], and other valance XPS
studies for V2O3, Cr2O3, and LaCrO3 [47–49]. Some fine
tuning (up to 0.25 eV for J and up to 2.0 eV for U ) was done
to obtain a good match with the experimental x-ray absorption
(XAS) and RIXS spectra, which will be reported elsewhere.
Unlike XAS and RIXS spectra, the variation of interaction
parameters on this scale has a barely observable effect on the
studied core-level XPS spectra. Several ad hoc schemes to
determine µd exist in the literature. Rather than using one
of these, we adjust µd such that the DMFT spectral function
reproduces the valence photoemission experiments. Therefore,
the 3d-3d interaction and µd are determined independent of the
core-level XPS spectra. The SO coupling within the 2p shell
and the anisotropic part of the 2p-3d interaction parameters
Fk,Gk [3,50] are calculated with an atomic Hartree-Fock
code. The Fk and Gk values are scaled down to 75–80%
of their actual values to simulate the effect of intra-atomic
configuration interaction from higher basis configurations
neglected in the atomic calculation, which is a successful
empirical treatment [43,51–54]. The isotropic part Udc is fixed
by matching the spitting between the ML and CT satellite of the
experimental 2p XPS spectra (see Fig. 1). The actual values of
Udc fulfill the empirical rule Udc ≈ 1.3Udd [17,19,43,55,56]
within 15% accuracy. We point out that the fine structure of
ML, the main result of this study, is insensitive to the exact
Udc value. The values used in this study are listed in Table I.

III. RESULTS AND DISCUSSION

The LDA+DMFT simulations were performed for typical
parameters similar to those used in other LDA+DMFT studies.
For the complete set of interaction computational parameters,
see the Supplemental Material (SM) [57]. The valence TM
3d and O 2p spectral densities for all studied compounds are
shown in the SM. Overall we find the same results as those from
the previous DMFT and variational cluster approximation

FIG. 1. The Ni 2p XPS of NiO calculated for (a) AF and (b)
PM phase. The experimental data in (a) are taken from Ref. [5]. The
spectrum obtained by CM is shown by a dashed curve in (b) for
comparison. The spectral broadening is considered using a Gaussian
of 0.5 eV width (HWHM).

studies performed with the dp model: NiO [58–62], CoO
[62–64], MnO [62,65,66], V2O3 [47,67–69], and Fe2O3 [29].

The calculations were performed for temperatures of 300 K
except for the PM phase in NiO at 800 K. In addition to
the comparison with experiment, we focus on an analysis of
the NLS effect. While it is not possible to decompose the
hybridization function into contributions of different shells of
neighbors, it is possible to eliminate the TM contribution,
which forms a distinct low-frequency peak. Although the
weight of this peak is small relative to the rest of the
hybridization function, it has a large impact on the 2p XPS.
The NLS is then quantified by comparing the results obtained
with a full hybridization function to those obtained with a
hybridization function with the low-frequency peak artificially
removed. It turns out that the latter spectra closely resemble
the CM results.

A. NiO

Figures 1(a) and 1(b) show the Ni 2p XPS calculated for
the PM and AF phases, respectively. The large SO interaction
in the 2p shell splits the spectra into well-separated 2p1/2
and 2p3/2 parts. Each of these is separated into two peaks
transitionally called the main line (ML) at lower binding
energy and the charge-transfer (CT) satellite at higher binding
energy. These peaks exhibit an internal fine structure, the most
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TABLE I. Coulomb interaction U , Hund’s interaction J , core-
hole potential Udc, and double-counting correction µd used in the
studied compounds (in eV).

NiO CoO MnO V2O3 Fe2O3 Cr2O3 LaCrO3

U 7.0 7.3 7.0 4.8 6.8 7.0 7.0
J 1.1 1.1 0.95 0.7 0.86 0.8 0.8
Udc 7.8 8.6 8.5 6.5 8.4 9.0 9.0
µd 52.0 47.6 30.5 8.1 30.6 23.6 23.8

correction µd . The isotropic parts of the 3d-3d (Udd ) and
2p-3d (Udc) interactions are shown explicitly, while terms
containing higher Slater integrals and the SO interaction are
contained in Ĥmultiplet.

A. Computational parameters

The parameters in the present approach are the 3d-3d
and 2p-3d interaction constants and the double-counting
correction µd . We used the typical values of the 3d-3d U,J
interaction parameters reported for transition metal oxides
obtained with constraint RPA and LDA methods for NiO,
CoO, MnO, Fe2O3 (FeO) [44–46], and other valance XPS
studies for V2O3, Cr2O3, and LaCrO3 [47–49]. Some fine
tuning (up to 0.25 eV for J and up to 2.0 eV for U ) was done
to obtain a good match with the experimental x-ray absorption
(XAS) and RIXS spectra, which will be reported elsewhere.
Unlike XAS and RIXS spectra, the variation of interaction
parameters on this scale has a barely observable effect on the
studied core-level XPS spectra. Several ad hoc schemes to
determine µd exist in the literature. Rather than using one
of these, we adjust µd such that the DMFT spectral function
reproduces the valence photoemission experiments. Therefore,
the 3d-3d interaction and µd are determined independent of the
core-level XPS spectra. The SO coupling within the 2p shell
and the anisotropic part of the 2p-3d interaction parameters
Fk,Gk [3,50] are calculated with an atomic Hartree-Fock
code. The Fk and Gk values are scaled down to 75–80%
of their actual values to simulate the effect of intra-atomic
configuration interaction from higher basis configurations
neglected in the atomic calculation, which is a successful
empirical treatment [43,51–54]. The isotropic part Udc is fixed
by matching the spitting between the ML and CT satellite of the
experimental 2p XPS spectra (see Fig. 1). The actual values of
Udc fulfill the empirical rule Udc ≈ 1.3Udd [17,19,43,55,56]
within 15% accuracy. We point out that the fine structure of
ML, the main result of this study, is insensitive to the exact
Udc value. The values used in this study are listed in Table I.

III. RESULTS AND DISCUSSION

The LDA+DMFT simulations were performed for typical
parameters similar to those used in other LDA+DMFT studies.
For the complete set of interaction computational parameters,
see the Supplemental Material (SM) [57]. The valence TM
3d and O 2p spectral densities for all studied compounds are
shown in the SM. Overall we find the same results as those from
the previous DMFT and variational cluster approximation

FIG. 1. The Ni 2p XPS of NiO calculated for (a) AF and (b)
PM phase. The experimental data in (a) are taken from Ref. [5]. The
spectrum obtained by CM is shown by a dashed curve in (b) for
comparison. The spectral broadening is considered using a Gaussian
of 0.5 eV width (HWHM).

studies performed with the dp model: NiO [58–62], CoO
[62–64], MnO [62,65,66], V2O3 [47,67–69], and Fe2O3 [29].

The calculations were performed for temperatures of 300 K
except for the PM phase in NiO at 800 K. In addition to
the comparison with experiment, we focus on an analysis of
the NLS effect. While it is not possible to decompose the
hybridization function into contributions of different shells of
neighbors, it is possible to eliminate the TM contribution,
which forms a distinct low-frequency peak. Although the
weight of this peak is small relative to the rest of the
hybridization function, it has a large impact on the 2p XPS.
The NLS is then quantified by comparing the results obtained
with a full hybridization function to those obtained with a
hybridization function with the low-frequency peak artificially
removed. It turns out that the latter spectra closely resemble
the CM results.

A. NiO

Figures 1(a) and 1(b) show the Ni 2p XPS calculated for
the PM and AF phases, respectively. The large SO interaction
in the 2p shell splits the spectra into well-separated 2p1/2
and 2p3/2 parts. Each of these is separated into two peaks
transitionally called the main line (ML) at lower binding
energy and the charge-transfer (CT) satellite at higher binding
energy. These peaks exhibit an internal fine structure, the most
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TABLE I. Coulomb interaction U , Hund’s interaction J , core-
hole potential Udc, and double-counting correction µd used in the
studied compounds (in eV).

NiO CoO MnO V2O3 Fe2O3 Cr2O3 LaCrO3

U 7.0 7.3 7.0 4.8 6.8 7.0 7.0
J 1.1 1.1 0.95 0.7 0.86 0.8 0.8
Udc 7.8 8.6 8.5 6.5 8.4 9.0 9.0
µd 52.0 47.6 30.5 8.1 30.6 23.6 23.8

correction µd . The isotropic parts of the 3d-3d (Udd ) and
2p-3d (Udc) interactions are shown explicitly, while terms
containing higher Slater integrals and the SO interaction are
contained in Ĥmultiplet.

A. Computational parameters

The parameters in the present approach are the 3d-3d
and 2p-3d interaction constants and the double-counting
correction µd . We used the typical values of the 3d-3d U,J
interaction parameters reported for transition metal oxides
obtained with constraint RPA and LDA methods for NiO,
CoO, MnO, Fe2O3 (FeO) [44–46], and other valance XPS
studies for V2O3, Cr2O3, and LaCrO3 [47–49]. Some fine
tuning (up to 0.25 eV for J and up to 2.0 eV for U ) was done
to obtain a good match with the experimental x-ray absorption
(XAS) and RIXS spectra, which will be reported elsewhere.
Unlike XAS and RIXS spectra, the variation of interaction
parameters on this scale has a barely observable effect on the
studied core-level XPS spectra. Several ad hoc schemes to
determine µd exist in the literature. Rather than using one
of these, we adjust µd such that the DMFT spectral function
reproduces the valence photoemission experiments. Therefore,
the 3d-3d interaction and µd are determined independent of the
core-level XPS spectra. The SO coupling within the 2p shell
and the anisotropic part of the 2p-3d interaction parameters
Fk,Gk [3,50] are calculated with an atomic Hartree-Fock
code. The Fk and Gk values are scaled down to 75–80%
of their actual values to simulate the effect of intra-atomic
configuration interaction from higher basis configurations
neglected in the atomic calculation, which is a successful
empirical treatment [43,51–54]. The isotropic part Udc is fixed
by matching the spitting between the ML and CT satellite of the
experimental 2p XPS spectra (see Fig. 1). The actual values of
Udc fulfill the empirical rule Udc ≈ 1.3Udd [17,19,43,55,56]
within 15% accuracy. We point out that the fine structure of
ML, the main result of this study, is insensitive to the exact
Udc value. The values used in this study are listed in Table I.

III. RESULTS AND DISCUSSION

The LDA+DMFT simulations were performed for typical
parameters similar to those used in other LDA+DMFT studies.
For the complete set of interaction computational parameters,
see the Supplemental Material (SM) [57]. The valence TM
3d and O 2p spectral densities for all studied compounds are
shown in the SM. Overall we find the same results as those from
the previous DMFT and variational cluster approximation

FIG. 1. The Ni 2p XPS of NiO calculated for (a) AF and (b)
PM phase. The experimental data in (a) are taken from Ref. [5]. The
spectrum obtained by CM is shown by a dashed curve in (b) for
comparison. The spectral broadening is considered using a Gaussian
of 0.5 eV width (HWHM).

studies performed with the dp model: NiO [58–62], CoO
[62–64], MnO [62,65,66], V2O3 [47,67–69], and Fe2O3 [29].

The calculations were performed for temperatures of 300 K
except for the PM phase in NiO at 800 K. In addition to
the comparison with experiment, we focus on an analysis of
the NLS effect. While it is not possible to decompose the
hybridization function into contributions of different shells of
neighbors, it is possible to eliminate the TM contribution,
which forms a distinct low-frequency peak. Although the
weight of this peak is small relative to the rest of the
hybridization function, it has a large impact on the 2p XPS.
The NLS is then quantified by comparing the results obtained
with a full hybridization function to those obtained with a
hybridization function with the low-frequency peak artificially
removed. It turns out that the latter spectra closely resemble
the CM results.

A. NiO

Figures 1(a) and 1(b) show the Ni 2p XPS calculated for
the PM and AF phases, respectively. The large SO interaction
in the 2p shell splits the spectra into well-separated 2p1/2
and 2p3/2 parts. Each of these is separated into two peaks
transitionally called the main line (ML) at lower binding
energy and the charge-transfer (CT) satellite at higher binding
energy. These peaks exhibit an internal fine structure, the most
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FIG. 4. Temperature dependence of the Mn 2p core level of MnO
films showing the variation of local and nonlocal screening of core
hole. (a) Temperature dependence of Mn 2p core- levels using a
photon energy of 750 eV, where A and B peaks are the multiplet
structure of 2p3/2 associated with the local and nonlocal screening,
respectively, and S is the charge transfer satellite. States are marked
with the final state photoemission as obtained from the Ligand field
picture. (b) Same spectra as (a) but superimposed on top of one
another to understand the overall change of spectral shape. Inset
shows zoomed view of Mn 2p3/2 peak.

state has been previously observed for different manganites
[57,58].

Another important observation is that within the param-
agnetic phase, Mn 2p3/2 peak intensity significantly drops
with increasing temperature from 340 to 500 K, whereas the
intensity of Mn 2p1/2 peak is almost constant [Fig. 4(b)]. As
the intensity of these spin-orbit split states is determined by
the degeneracy factor (2J + 1, where J is the total angular
momentum), the relative intensity change could mean that
breaking of degeneracy. It should be noted that in the case of
transition-metal and rare-earth elements with partially occu-
pied d and f levels, the effective spin value within the J is not
solely the spin of the remaining unpaired electron (generated
during photoemission) but it often interacts with the spin of
unpaired valence electrons. Thus, the decrease of Mn 2p3/2

intensity at high temperatures could be due to the decrease of
the interaction strength between the spin-up component of Mn
2p and the Mn 3d spin as short-range magnetic correlation
collapses ∼ 530 K [56]. The possibility of the degradation
of the film quality due to the high-temperature measurements
can be ruled out from our previous study [19]. Is it important
to note that a strong dependency of the Mn 3s peak intensity
and line shape was previously observed by Hermsmeier et al.
and was explained due to the change of interaction strength
between 3s and 3d spins [16]. However, further studies such
as spin-polarized XPS are needed to verify the exact origin of
the Mn 2p3/2 intensity change, which is outside the scope of
our present paper.

IV. SUMMARY

In summary, we have reported detailed electronic struc-
ture results of MnO(001) thin films across TN by ARPES,
and XPS measurements, and complemented by first-principles
eDMFT computations. In spite of the strongly localized char-
acter of valence bands of 3d binary TMOs, here we clearly
resolve band-folding and strong spectral evolution due to the
AFM-II spin ordering. An enhancement of ZRBS intensity
and the overall spectra are found to sharpen in the AFM
phase due to the spin-dependent change in Mn 3d − O 2p
hybridization. We explicitly show that the strength of the
hybridization significantly grows in the AFM phase only for
a particular spin-channel (minority), possibly due to stronger
spin-fluctuations. We further show that enhancement of this
hybridization strength in ZRBS has a significant effect on
the nonlocal screening channel of a 2p core hole, in agree-
ment withtheoretical predictions. By performing extensive
temperature-dependent ARPES and XPS studies, we found
that the spectral evolution persists at much higher temper-
atures than TN , which suggests the presence of short-range
AFM correlation even at the PM phase. Finally, we believe
that our robust observation of spin-dependent change in the
valence band and core-level electronic structure can be ob-
served for other similar metal oxides.
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films showing the variation of local and nonlocal screening of core
hole. (a) Temperature dependence of Mn 2p core- levels using a
photon energy of 750 eV, where A and B peaks are the multiplet
structure of 2p3/2 associated with the local and nonlocal screening,
respectively, and S is the charge transfer satellite. States are marked
with the final state photoemission as obtained from the Ligand field
picture. (b) Same spectra as (a) but superimposed on top of one
another to understand the overall change of spectral shape. Inset
shows zoomed view of Mn 2p3/2 peak.

state has been previously observed for different manganites
[57,58].

Another important observation is that within the param-
agnetic phase, Mn 2p3/2 peak intensity significantly drops
with increasing temperature from 340 to 500 K, whereas the
intensity of Mn 2p1/2 peak is almost constant [Fig. 4(b)]. As
the intensity of these spin-orbit split states is determined by
the degeneracy factor (2J + 1, where J is the total angular
momentum), the relative intensity change could mean that
breaking of degeneracy. It should be noted that in the case of
transition-metal and rare-earth elements with partially occu-
pied d and f levels, the effective spin value within the J is not
solely the spin of the remaining unpaired electron (generated
during photoemission) but it often interacts with the spin of
unpaired valence electrons. Thus, the decrease of Mn 2p3/2

intensity at high temperatures could be due to the decrease of
the interaction strength between the spin-up component of Mn
2p and the Mn 3d spin as short-range magnetic correlation
collapses ∼ 530 K [56]. The possibility of the degradation
of the film quality due to the high-temperature measurements
can be ruled out from our previous study [19]. Is it important
to note that a strong dependency of the Mn 3s peak intensity
and line shape was previously observed by Hermsmeier et al.
and was explained due to the change of interaction strength
between 3s and 3d spins [16]. However, further studies such
as spin-polarized XPS are needed to verify the exact origin of
the Mn 2p3/2 intensity change, which is outside the scope of
our present paper.

IV. SUMMARY

In summary, we have reported detailed electronic struc-
ture results of MnO(001) thin films across TN by ARPES,
and XPS measurements, and complemented by first-principles
eDMFT computations. In spite of the strongly localized char-
acter of valence bands of 3d binary TMOs, here we clearly
resolve band-folding and strong spectral evolution due to the
AFM-II spin ordering. An enhancement of ZRBS intensity
and the overall spectra are found to sharpen in the AFM
phase due to the spin-dependent change in Mn 3d − O 2p
hybridization. We explicitly show that the strength of the
hybridization significantly grows in the AFM phase only for
a particular spin-channel (minority), possibly due to stronger
spin-fluctuations. We further show that enhancement of this
hybridization strength in ZRBS has a significant effect on
the nonlocal screening channel of a 2p core hole, in agree-
ment withtheoretical predictions. By performing extensive
temperature-dependent ARPES and XPS studies, we found
that the spectral evolution persists at much higher temper-
atures than TN , which suggests the presence of short-range
AFM correlation even at the PM phase. Finally, we believe
that our robust observation of spin-dependent change in the
valence band and core-level electronic structure can be ob-
served for other similar metal oxides.
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differences, recently addressed by Karp, Hampel, andMillis
[38], can be traced to the model parameters, which are not
uniquely defined, such as the interaction strength, orbital
basis, and, in particular, the double-counting correction. To
settle the debate, an experimental input is needed to provide
a benchmark for selecting the model parameters.

II. COMPUTATIONAL METHOD

The XPS, XAS, and RIXS simulations start with a
standard LDAþ DMFT calculation [16,25–28,39]. First,
LDA bands for the experimental crystal structure of NdNiO2

and LaNiO2 [4,40] are calculated using the Wien2K package
[41,42] andprojected ontoWannier basis spanning theNi 3d,
O 2p, and Nd (La) 5d orbitals [43,44]. The model is
augmented with a local electron-electron interaction within
the Ni 3d shell, parametrized byCoulomb’sU ¼ 5.0 eV and
Hund’s J ¼ 1.0 eV [31,32,45]. The strong-coupling con-
tinuous-time quantumMonte Carlo impurity solver [46–49]
is employed with the DMFT cycle to obtain the Ni 3d self-
energy ΣðiωnÞ, which is analytically continued [50] to real
frequency after having reached the self-consistency. The
calculations are performed at temperature T ¼ 290 K.
The XPS, XAS, and RIXS spectra are calculated from

the Anderson impurity model augmented with the 2p core
states and the real-frequency hybridization function dis-
cretized into 40–50 levels (per spin and orbital). To this
end, we use the configuration-interaction solver; for details,
see Refs. [16,29] for XPS and Refs. [27,28,51] for XAS
and RIXS simulation.
Determination of Ni 3d site energies in the model studied

byDMFTinvolves subtracting the so-called double-counting
correction μdc from the respective LDA values (εLDAd ), a
procedure accounting for the effect of the dd interaction
present in the LDA description. It is clear that μdc is of the
order of Hartree energy Und, but a generally accepted
universal expression is not available [26,52,53]. While a
similar uncertainty exists also for interaction parameters U
and J, impact of their variation on physical properties is
usually minor (see Supplemental Material [54] for NdNiO2-
specific discussion). Variation of μdc, on the other hand, may
have a profound effect. Therefore, we choose to adjust μdc by
comparison to the experimental data. Although μdc is the
parameter entering the calculation, in the discussion we use
its linear functionΔdp ¼ðεLDAd −μdcÞþ9Udd− εLDAp , which
sets the scale for the energy necessary to transfer an electron
from O 2p to Ni 3d orbital. Here, Udd ¼ U − 4

9 J is the
average interorbital interaction, and 9 is theNi 3d occupation
in the Niþ formal valence (similar to the definition of the
charge-transfer energy in the cluster model [28,29,55]).

III. ELECTRONIC STRUCTURE

Figure 1 shows the orbitally resolved spectral densities
(projected density of states) of NdNiO2 obtained by LDA
and LDAþ DMFT for Δdp ¼ 4.9 eV, which we later

identify as the optimal parameter choice. Both the LDA
and LDAþ DMFT yield a metallic state with the Ni
x2 − y2 orbital character dominating around the Fermi
level. This general picture is valid in the entire range of
studied Δdp ¼ 2.9–6.9 eV. In Fig. 2, we show the depend-
ence of Ni x2 − y2 and 3z2 − r2 spectra on Δdp. Increasing
Δdp corresponds to an upward shift of the bare Ni 3d site
energies, which is indirectly reflected in the shift of the
3z2 − r2 band. The x2 − y2 peak at the Fermi level, rather
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FIG. 1. The one-particle spectral densities of NdNiO2 obtained
by (a) LDA and (b) LDA+DMFT (for Δdp ¼ 4.9 eV).

FIG. 2. The DMFT spectral densities for (a) Ni x2 − y2 and
(b) Ni 3z2 − r2 orbitals along with (c) the Ni x2 − y2 hybridi-
zation function computed for different Δdp values.
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Motivated by recent core-level x-ray photoemission spectroscopy, x-ray absorption spectroscopy (XAS),
and resonant inelastic x-ray scattering (RIXS) experiments for the newly discovered superconducting
infinite-layer nickelate, we investigate the core-level spectra of the parent compounds NdNiO2 and LaNiO2

using the combination of local density approximation and dynamical mean-field theory (LDAþ DMFT).
Adjusting a charge-transfer energy to match the experimental spectra, we determine the optimal model
parameters and discuss the nature of the NdNiO2 ground state. We find that self-doping from the Nd 5d
states in the vicinity of the Fermi energy prohibits opening of a Mott-Hubbard gap in NdNiO2. The present
Ni L3 XAS and RIXS calculation for LaNiO2 cannot explain the difference from NdNiO2 spectra.
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I. INTRODUCTION

High-Tc superconductivity of cuprates has been a
focal point of 3d transition-metal oxide (TMO) physics over
the past 30 years [1–3]; nevertheless, the underlying mecha-
nism remains elusive. Superconductivity [4] reported
recently in layered nickelate Nd0.8Sr0.2NiO2 (Tc¼9–15K)
with a similar crystal structure may provide new clues. The
fundamental question is whether the electronic structure of
NdNiO2 (and LaNiO2) is similar to that of high-Tc cuprates.
Naively, one might presume that Ni in the undoped systems
is monovalent and, thus, hosts the d9 (S ¼ 1=2) ground
state similar to cuprates. However, theoretical studies [5–9]
suggest a self-doping from Nd (or La) 5d orbitals.
Additionally, holes doped to a low-valence Ni1þ compound
may reside in Ni 3d orbitals, unlike in cuprates [2,3,10] or
NiO with Ni2þ [11], where they occupy the O 2p states.
The Ni 2p3=2 core-level x-ray photoemission spectros-

copy (XPS) [12], x-ray absorption spectroscopy (XAS),
and resonant inelastic x-ray scattering (RIXS) [9,13] are
employed to probe the electronic structure of infinite-layer
nickelates. A shoulder observed in the main line of the Ni
2p3=2 XPS spectra in NdNiO2 [12] is attributed to Ni-Ni

charge-transfer (CT) response to the creation of the core
hole, a process traditionally called nonlocal screening
(NLS) [14]. Generally, NLS provides valuable information
about the electronic structure of TMOs [15–18]. For high-
Tc cuprates, the NLS in Cu 2p3=2 XPS is extensively used
to determine key parameters, such as the CT energy Δdp,
and more recently to analyze electronic reconstructions due
to doping [19–23].
Further information can be obtained with charge-conserv-

ing spectroscopiesXASandRIXS.TheNiL3-edgeXASand
RIXS spectra are measured in both NdNiO2 [9,13] and
LaNiO2 [9]. Interestingly, a side peak (852.0 eV) is observed
in L3-XAS of LaNiO2, while it is absent in NdNiO2. A low-
energy RIXS feature (Eloss ¼ 0.6 eV) associated with the
XAS side peak is observed in LaNiO2. The difference
between the Ni L3 XAS and RIXS spectra of NdNiO2

and LaNiO2 poses an open question.
In this paper, we use the local-density approximation

ðLDAÞ þ dynamical mean-filed theory (DMFT) [24–26]
to calculate XPS, XAS, and RIXS spectra [16,27–30] of
undoped infinite-layer nickelates. By comparison with the
available experimental data, we identify the most appro-
priate CT energy and use it for classification within the
Zaanen-Sawatzky-Allen scheme [10].
Material-specific DMFT calculations for NdNiO2 or

LaNiO2 were performed by several authors, leading to
contradictory conclusions, which can be sorted into two
groups: (i) Multiorbital (Hund’s metal) physics is crucial
[31–34], and (ii) (single-orbital) Mott-Hubbard physics is
relevant with little influence of charge-transfer effects or
with a small self-doping by Nd 5d electrons [35–37]. The
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Supplemental Material [54], reveal that for optimal Δdp

doped holes are almost equally shared byNi, Nd, andO sites.
This is a remarkable difference to monovalent cuprates or
divalent NiO. In these systems of strong charge-transfer
character, the doped holes reside predominantly in O 2p
orbitals, irrespective of a substantial 3d spectral weight
just below the Fermi level [60]. Moreover, for the optimal
Δdp values inferred above, the doped holes in NdNiO2

do not enter the Ni 3z2 − r2 orbitals (Fig. 4). The single-
band Hubbard description is, thus, valid not only for the
parent NdNiO2 but also for the superconducting one
Nd0.8Sr0.2NiO2, as suggested by Refs. [35–37].
Proximity of NiO2 layers to a Mott state (precluded by

self-doping from Nd) suggests that a superexchange
interaction still plays a role despite the metallic state.
Using the optimal Δdp, we arrive [54] at the nearest Ni-Ni
antiferromagnetic exchange in the range 40–60 meV. Given
the oversimplification of representing spin response of a
metal in terms of local moments interactions, this value is
consistent with 69 meV inferred from the RIXS experiment
on a related compound La4Ni3O8 [61].

The calculated LaNiO2 spectra in Fig. 6(a) show similar
behavior to NdNiO2.

B. Ni 2p3=2 XAS and RIXS

As expected for Ni1þ systems with a d9 configuration,
the experimental Ni 2p3=2 XAS of NdNiO2 shows a sharp
peak corresponding to the electron excitation from the
2p3=2 to an empty x2 − y2 orbital [Fig. 5(b)]. The XAS
main peak is accompanied by a broad tail attributed to the
hybridization with metallic bands. The theoretical results in
Fig. 5(b) reproduce the experimental data reasonably well;
however, the weak dependence on Δdp does not allow one
to draw conclusions about its value.
The RIXS spectra, on the other hand, exhibit fine

changes with the Δdp values; see Fig. 7. The spectra at
all Δdp values contain a strong Raman-like (RL) feature (at
constant Eloss irrespective of the incident photon energies
Ein) at Eloss ∼ 1 eV and a fluorescencelike (FL) feature
(Eloss linearly increases with Ein). The RL feature arises
from t2g → x2 − y2 excitation, and its width (in Eloss)
reflects a rapid decay of this local “exciton.” With increas-
ing Δdp, the RL feature shifts to lower energies, due to the
upward shift to the t2g bands [similar to 3z2 − r2 shown in
Fig. 2(b)], while the x2 − y2 peaks remain pinned in the
vicinity of the Fermi level. The main variation of the RIXS
spectra with increasingΔdp concerns the behavior of the FL
part, the onset of which is pushed to higher Eloss. For

(a)

(b)

FIG. 5. (a) Ni 2p3=2 XPS spectra and (b) Ni 2p3=2 XAS spectra
of NdNiO2 calculated by the LDAþ DMFT method for different
Δdp values. The experimental data [9,12] are shown together. For
comparison, experimental Cu 2p3=2 XPS data of La2CuO4 are
shown (gray) [19]. The spectral broadening is taken into account
using a Lorentzian 300 meV (HWHM) and a Gaussian 250 meV
(HWHM) for XAS and a Lorentzian 500 meV and a Gaussian
400 meV for XPS. The XPS spectra with different broadening
widths can be found in Supplemental Material [54].

(a)

(b)

FIG. 6. (a) Ni 2p3=2 XPS spectra and (b) Ni 2p3=2 XAS spectra
of LaNiO2 calculated by the LDAþ DMFT method for different
Δdp values. The spectral broadening is taken into account using a
Lorentzian 300 meV (HWHM) and a Gaussian 250 meV
(HWHM) for XAS and a Lorentzian 500 meV and a Gaussian
400 meV for XPS.
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differences, recently addressed by Karp, Hampel, andMillis
[38], can be traced to the model parameters, which are not
uniquely defined, such as the interaction strength, orbital
basis, and, in particular, the double-counting correction. To
settle the debate, an experimental input is needed to provide
a benchmark for selecting the model parameters.

II. COMPUTATIONAL METHOD

The XPS, XAS, and RIXS simulations start with a
standard LDAþ DMFT calculation [16,25–28,39]. First,
LDA bands for the experimental crystal structure of NdNiO2

and LaNiO2 [4,40] are calculated using the Wien2K package
[41,42] andprojected ontoWannier basis spanning theNi 3d,
O 2p, and Nd (La) 5d orbitals [43,44]. The model is
augmented with a local electron-electron interaction within
the Ni 3d shell, parametrized byCoulomb’sU ¼ 5.0 eV and
Hund’s J ¼ 1.0 eV [31,32,45]. The strong-coupling con-
tinuous-time quantumMonte Carlo impurity solver [46–49]
is employed with the DMFT cycle to obtain the Ni 3d self-
energy ΣðiωnÞ, which is analytically continued [50] to real
frequency after having reached the self-consistency. The
calculations are performed at temperature T ¼ 290 K.
The XPS, XAS, and RIXS spectra are calculated from

the Anderson impurity model augmented with the 2p core
states and the real-frequency hybridization function dis-
cretized into 40–50 levels (per spin and orbital). To this
end, we use the configuration-interaction solver; for details,
see Refs. [16,29] for XPS and Refs. [27,28,51] for XAS
and RIXS simulation.
Determination of Ni 3d site energies in the model studied

byDMFTinvolves subtracting the so-called double-counting
correction μdc from the respective LDA values (εLDAd ), a
procedure accounting for the effect of the dd interaction
present in the LDA description. It is clear that μdc is of the
order of Hartree energy Und, but a generally accepted
universal expression is not available [26,52,53]. While a
similar uncertainty exists also for interaction parameters U
and J, impact of their variation on physical properties is
usually minor (see Supplemental Material [54] for NdNiO2-
specific discussion). Variation of μdc, on the other hand, may
have a profound effect. Therefore, we choose to adjust μdc by
comparison to the experimental data. Although μdc is the
parameter entering the calculation, in the discussion we use
its linear functionΔdp ¼ðεLDAd −μdcÞþ9Udd− εLDAp , which
sets the scale for the energy necessary to transfer an electron
from O 2p to Ni 3d orbital. Here, Udd ¼ U − 4

9 J is the
average interorbital interaction, and 9 is theNi 3d occupation
in the Niþ formal valence (similar to the definition of the
charge-transfer energy in the cluster model [28,29,55]).

III. ELECTRONIC STRUCTURE

Figure 1 shows the orbitally resolved spectral densities
(projected density of states) of NdNiO2 obtained by LDA
and LDAþ DMFT for Δdp ¼ 4.9 eV, which we later

identify as the optimal parameter choice. Both the LDA
and LDAþ DMFT yield a metallic state with the Ni
x2 − y2 orbital character dominating around the Fermi
level. This general picture is valid in the entire range of
studied Δdp ¼ 2.9–6.9 eV. In Fig. 2, we show the depend-
ence of Ni x2 − y2 and 3z2 − r2 spectra on Δdp. Increasing
Δdp corresponds to an upward shift of the bare Ni 3d site
energies, which is indirectly reflected in the shift of the
3z2 − r2 band. The x2 − y2 peak at the Fermi level, rather
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FIG. 1. The one-particle spectral densities of NdNiO2 obtained
by (a) LDA and (b) LDA+DMFT (for Δdp ¼ 4.9 eV).

FIG. 2. The DMFT spectral densities for (a) Ni x2 − y2 and
(b) Ni 3z2 − r2 orbitals along with (c) the Ni x2 − y2 hybridi-
zation function computed for different Δdp values.
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temperatures resembles measurement results of a 40-nm-thick infinite-
layer copper oxide film with Tc ≈ 10.8 K and extrapolated London 
penetration depth λL(T = 0) = 2.2 µm (ref. 31). This indicates that λL 
for Nd0.8Sr0.2NiO2 is similarly large compared to the film thickness. 
Given the numerical uncertainties arising from the finite sample size 
(substantially wider films show indications of laterally inhomogeneous 
reduction), the order parameter symmetry and the scale of disorder, we 
did not attempt to extract λL (ref. 32). Nevertheless, these data suggest 
that this is a type-II superconductor with second critical field Hc2,⊥ 
approximately given in the inset to Fig. 4a.

Clearly the analogy to copper oxides motivated this finding, and 
much remains to be explored in this new superconducting compound. 
However, several important dissimilarities between these two systems 
are apparent. One key difference is the energy level alignments in their 
orbital electronic structure. Holes in copper oxides are often discussed 
in terms of Zhang–Rice singlets with strong oxygen character, owing 
to the close spatial overlap and near-energetic degeneracy of the Cu 

−dx y2 2 orbitals and the O 2p orbitals33. This naturally leads to large 
in-plane antiferromagnetic coupling, which many consider to be cen-
tral for superconducting pairing24. Because Ni+ is one column to the 
left of Cu2+ on the periodic table and one oxidation state lower, the 
chemical potential in the infinite-layer nickelates is several electronvolts 
higher than that of comparable copper oxides; therefore, in hole-doped 
nickelates, much less hybridization with the O 2p band is expected6. 
Furthermore, powder neutron diffraction studies of LaNiO2 and 
NdNiO2 show no indication of magnetic order down to 5 K and 1.7 K, 
respectively15,16, and the resistivity of NdNiO2 (Fig. 3b) is inconsistent 
with a robust insulator (although interface effects may contribute to 
conductivity). Consequently, two features that are central to copper 
oxides—the Zhang–Rice singlet and large planar spin fluctuations—
may be absent (or considerably diminished) in these nickelate 
superconductors.

On the materials side, one immediate question is the effect of 
the various substrates on the topotactic structural transition of this 
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Fig. 3 | Transport properties and superconductivity of the nickelate thin 
films. a, Resistivity versus temperature ρ(T) plots of the as-grown NdNiO3 
and Nd0.8Sr0.2NiO3 films. b, c, Resistivity (b) and normal-state Hall 
coefficient (c) as a function of temperature for the corresponding reduced 
films (NdNiO2 and Nd0.8Sr0.2NiO2). d, e, ρ(T) for multiple Nd0.8Sr0.2NiO2 

films, showing resistive superconducting transitions. Dotted lines indicate 
samples without a capping layer, for which the XRD Scherrer thickness 
was used to estimate the resistivity. f, Electric field (E) versus current 
density (J) characteristics for varying temperature.
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Fig. 4 | Magnetic-field response of superconducting Nd0.8Sr0.2NiO2.  
a, ρ(T) under a varying magnetic field perpendicular to the a–b plane. 
The inset shows the variation of the upper critical field Hc,⊥ (as estimated 
by the midpoint of the resistive transition) with a linear fit in the vicinity 

of Tc. b, The real (Re(Vp)) and imaginary (Im(Vp)) parts of the voltage 
as a function of temperature in the pickup coil on a Nd0.8Sr0.2NiO2 film, 
measured using a two-coil mutual-inductance measurement. µ0, magnetic 
constant.
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✔ Two dimensional structure  
✔ Formally Ni is monovalent (d9)

than being shifted, exhibits an increased mass renormal-
ization (reduced width). The amplitude of the
x2 − y2 hybridization function [16,27] around the Fermi
level is reduced with increasing Δdp; in particular, the
sizable decrease just below the Fermi level (blue region)
has an important implication for the XPS spectra as
discussed later. The evolution of x2 − y2 and 3z2 − r2

occupancies in Fig. 4 shows that, up to Δdp ≈ 7 eV, the
3z2 − r2 is completely filled (the deviation from 2.0 is due
to hybridization with empty bands). The physics is, thus,
effectively of a single-orbital Hubbard model, and the Ni
ion takes a monovalent (Ni1þ; d9) character.
Different from cuprates, the stoichiometric parent com-

pound is metallic. In order to analyze the role of Nd 5d
bands, we study two modified models: (i) hybridization
between NiO2 planes and the Nd orbitals is switched off,
and (ii) Nd orbitals are removed from the model. In the
former case (i) self-doping of the NiO2 planes from Nd
orbitals is possible, while in the latter case (ii) the stoi-
chiometry of the NiO2 planes cannot change. The evolution
of the x2 − y2 spectral density with Δdp for (i) and (ii) is
shown in Fig. 3. Like the full model, the low-energy
spectrum of model (i) remains metallic over the whole
studied range of Δdp. Removing the Nd orbitals (ii) results
in progressive mass renormalization with increasing Δdp

and eventually opening of a gap above Δdp ¼ 5.9 eV. This
can be understood as a result of effective weakening of the
Ni-O hybridization, i.e., a bandwidth-driven Mott transi-
tion. The NiO2 layers in NdNiO2 can, thus, be viewed as a

strongly correlated system in the vicinity of Mott transition,
where the insulating state is precluded by the presence of
Nd 5d bands [56].

IV. COMPARISON TO EXPERIMENTAL X-RAY
SPECTROSCOPIES

A. Ni 2p3=2 XPS

Next, we investigate the impact of the variation ofΔdp on
the core-level spectra. Figure 5 shows the calculated Ni
2p3=2 XPS spectra of NdNiO2 together with the exper-
imental data [12]. The Ni 2p3=2 XPS spectrum consists of
two components: the main line (852–857 eV) and the CT
satellite (861 eV) [16,55]. The core hole created by x rays
represents an attractive potential, which induces CT from
surrounding atoms to the empty 3d orbital on the excited Ni
site. The main line corresponds to the CT screened final
states, while the CT satellite corresponds to unscreened
ones [14,16,23]. Fu et al. [12] observe a shoulder B
(approximately 856.5 eV) in the main line. Unlike A,
the peak B is absent in the cluster-model spectra [14,29]
and, thus, can be ascribed to NLS [12]. The sensitivity of
the relative intensity of A and B toΔdp can be used to locate
its value to the interval 4.9–5.9 eV. The observed behavior
of the NLS feature B reflects the amplitude of the
hybridization function just below the Fermi level [16],
the shaded area in Fig. 2(c).
The NLS (B) is known to dominate over the local

screening (A) in cuprates, as shown in Fig. 5 for Cu 2p3=2

XPS in La2CuO4 [19]. For small Δdp ¼ 2.9 eV, a typical
value for high-Tc cuprates [10,14,19,23,57], the spectra of
NdNiO2 resemble that ofLa2CuO4. Thus, our analysis shows
thatΔdp in NdNiO2 is by 2–3 eV larger than in cuprates. The
relative size Δdp and the Hubbard U would place NdNiO2

somewhere between the Mott-Hubbard (Δdp > U) and CT
(Δdp < U) systems in the Zaanen-Sawatzky-Allen classi-
fication of TMOs [10,37,58,59]. The calculated occupations
for doped Nd0.775Sr0.225NiO2, shown in Fig. 4 and in

(a) full model

(b) with Nd self-doping

(c) without Nd self-doping

FIG. 3. The x2 − y2 spectral densities computed in (a) the full
model [the same as in Fig. 2(a)], (b) model (i) with a self-doping
from Nd d bands, and (c) model (ii) without a self-doping from
Nd d bands.
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✔ Intermediate regime between the Mott-Hubbard and charge-transfer system 
✔ Single band (Ni x2-y2) model with a small self-doping from Nd 5d states 
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partially overlapping with the Ni 2p3/2 [34]. These peaks are170

contributions from the LaAlO3 substrate below the Nd3Ni2O7,171

which appear when using high photon energies with larger172

probing depth [63]. Indeed, at 6.5 keV, the La 3d features173

are reduced almost completely despite the relative increase of174

the La 3d cross sections compared to those of Ni 2p [64],175

indicating that the probing depth using 6.5 keV is barely176

enough to reach the substrate. This thus confirms the bulk177

sensitivity of the measurements and that the collected Ni 2p178

spectra are well representative of the whole Nd3Ni2O7 film179

depth, as evidenced by good agreement in the Ni 2p derived180

features for 10 keV and 6.5 keV despite their different probing181

depths.182

The surface-sensitive 1.2 keV spectrum, on the other hand,183

shows noticeable differences compared to the higher probing184

energy data. The electronic structure at the vicinity of the185

surface is thus clearly distinct from that of the bulk, with186

the significant reduction of the peak β indicating a suppres-187

sion of the nonlocal metallic screening at the surface layers.188

Differences between the bulk and surface electronic structure189

are often known to occur in strongly correlated transition190

metal oxides [65–71], with phenomena like polar surfaces,191

relaxation, or reconstructions in the surface, etc., leading to192

significantly different properties and band structure near the193

surface, thus making bulk sensitivity crucial to ensure that194

the experimental results are intrinsic and representative of the195

bulk of the material. It is important to note the observation of196

these differences at 1.2 keV, i.e., Ni 2p core level photoelec-197

trons with 300–350 eV kinetic energy, which are expected to198

have higher probing depths than common VUV valence band199

ARPES experiments.200

Having established that the 6.5 eV HAXPES measure-201

ments best represent the bulk Nd3Ni2O7 thin film, we use202

these measurements to determine the "d p parameter by com-203

parison to LDA+DMFT calculations. In Figs. 2(a) and 2(b),204

the Ni 2p3/2 spectra are computed for selected "d p values.205

With increasing "d p, the ligand levels shift deeper relative to206

the Fermi level, leading to a larger energy splitting between207

the local screening α (mainly from nearest-neighboring oxy-208

gens) and the nonlocal metallic screening β features. In the209

close-up shown in Fig. 2(b), we observe that the experimental210

splitting and α − β ratio is best reproduced by "d p = 3.5 eV,211

with 4.5 eV also yielding a reasonable agreement. Next, we212

observe in Fig. 2(a) that the weight ratio between the main213

peak and the satellite is also highly sensitive to the "d p214

value, with the satellite spectral weight decreasing with in-215

creasing "d p. Here, the best agreement is obtained between216

"d p = 3.5 eV and 2.5 eV. These two observations allow us to217

constrain its realistic value of around "d p = 3.5 eV. In the SM218

[35], we computed the Ni 2p spectrum for not only different219

values of "d p but also for different values of U . We found that220

the experimental spectrum is best reproduced by the chosen221

U , although the sensitivity to the precise value of U is not222

very large.223

The "d p, which measures energy splitting of the Ni 3d and224

O 2p levels, is a key parameter for the d-electron charge states225

in CT-type systems according to the Zaanen-Sawatzky-Allen226

(ZSA) diagram [73]. In Fig. 2(c), the Ni 3d charge state is227

quantified by computing an atomic histogram at the Ni site228

in DMFT solutions for various "d p values. Regardless of229
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FIG. 2. (a) LDA+DMFT fit together with the experimental Ni
2p3/2 HAXPES spectrum. (b) Close-up of the Ni 2p3/2 α and β

features. (c) Atomic configuration histogram of the Ni 3d states
in Nd3Ni2O7, computed with the selected "d p values. (d) Atomic
configuration histograms for reference Ni oxides: metallic LuNiO3

(cyan) [72] and NiO (gray) [35].

"d p, the d8 configuration exhibits a dominant peak in the 230

histogram, with a large distribution toward the d7 and d9
231

configurations which depend on the "d p value: a smaller "d p 232

increases the d9 weight, and vice versa. At the optimal value 233

determined above, the d7 and d9 weights are nearly identical. 234

As shown in Fig. S6 of the SM [35], the d-configuration 235

distribution in the atomic histogram is predominantly deter- 236

mined by "d p, with negligible influence from the Coulomb 237

interaction U , as expected for a system in the CT-type regime 238

of the ZSA diagram. 239

The charge state contrasts with that of divalent or trivalent 240

Ni oxides. In Fig. 2(d), the histograms for NiO and metallic 241

LuNiO3, which are prototype systems of formally Ni2+ and 242

Ni3+ oxides, respectively, are shown. The reference data are 243

taken from Ref. [72,74] and an additional DMFT simulation 244

in the SM [35]. NiO exhibits a predominant d8 peak with a 245

distribution toward the d9 state. In the high-valency LuNiO3, 246

with deeper Ni 3d levels, the CT energy is, as in other formally 247
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pressure is effective to induce the Jahn–Teller effect through structural 
modification and electronic band structures. The synchrotron X-ray 
diffraction (XRD) patterns in the low-pressure phase from 1.6 GPa to 
10.0 GPa can be well indexed by the orthorhombic Amam space group 
(Fig. 1a). An anomaly in the positions of the reflection peaks occurs 
around 10 GPa, suggesting a structural transition (Fig. 1b). Our density 
functional theory (DFT) calculations indicate that the structure trans-
forms from the Amam to the Fmmm space group under pressure 
(Fig. 1c). The XRD patterns in the high-pressure phase above 15.0 GPa 
can be indexed by the orthorhombic Fmmm space group. Evolutions 
of the lattice parameters and unit cell volume as a function of pressure 
confirm the structural transition and the DFT calculations (Fig. 1c,d). 
In particular, the space-group transition corresponds to the change of 
the bond angle of Ni–O–Ni from 168.0° to 180° along the c axis, as 
depicted in Fig. 1f. X-ray is not sensitive to the position and content of 
oxygen ions. The structure of the high-pressure phase is determined 
by a combination of the DFT calculations and the XRD refinements. 

The structural parameters of La3Ni2O7 refined at 1.6 GPa and 29.5 GPa 
are listed in Extended Data Table 1. The inter-atomic distance between 
the Ni and apical oxygen is abruptly reduced from 2.297 Å in the Amam 
phase at ambient to 2.122 Å in the Fmmm structure at 32.5 GPa (Extended 
Data Fig. 1).

To explain the electronic structure of La3Ni2O7 under pressure, we 
conducted DFT calculations at 1.6 GPa and 29.5 GPa. The electronic 
structure can be understood by the crystal-field splitting of the NiO6 
octahedron on the eg and t2g orbitals of Ni cations24. Results of the non-
magnetic solution at 1.6 GPa indicate that the electronic states of Ni 
d3 x y−2 2  and d3 z2  orbitals are well separated from the other three  

Ni t2g orbitals in the energy range of −2 eV to 2 eV and that the Ni d3 x y−2 2  
orbitals with oxygen 2p orbitals dominate across the Fermi level 
(Fig. 2a). The sizes of the hole Fermi surfaces around Γ and the electron 
Fermi surfaces around Y are comparable25. Below and above the  
Fermi level, there are electronic bonding and anti-bonding bands of  
the d3 z2  electronic states because of the large inter-layer σ-bond  
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Fig. 1 | Structural characterizations of pressurized La3Ni2O7. a, Synchrotron 
XRD patterns of powder samples at various pressures between 1.6 GPa and 
41.2 GPa. b, Pressure dependence of the peak positions labelled by the Miller 
indices of the Amam space group at ambient pressure. c, The orange diamonds 
represent the change of volume as a function of pressure determined from 
experiments. The error bars for pressures between 10 GPa and 20 GPa are  
the volume differences determined from the Amam and Fmmm space groups, 
respectively. The violet circles represent the difference in enthalpy of one  
cell between the space groups Fmmm and Amam as a function of pressure 
calculated using the first-principles method. The enthalpy is defined as 

H = E(V) + PV, where E(V) is the energy. The results indicate the ground  
structure changes to the Fmmm space group at high pressures. d, Lattice 
constants a, b and c refined from the XRD patterns. e, Refinements of the 
synchrotron XRD patterns at 29.5 GPa (top) using the space group Fmmm  
and at 1.6  GPa (bottom) using the space group Amam. f, The Ni–O–Ni angle 
between two adjacent octahedra shaded in cyan changes from 168° in the 
ambient-pressure (AP) Amam space group to 180° in the high-pressure (HP) 
Fmmm space group. g, Crystal structure of La3Ni2O7 with the orthorhombic 
structure. a.u. stands for arbitrary units.
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ground state from metallic to weakly insulating, consistent with 
previous reports30,31. The increase of resistance under a small pres-
sure could be ascribed to the distortion of the NiO6 octahedra32. With 
further increase in pressure, La3Ni2O7 undergoes a weakly insulating 
to metallic transition at about 10 GPa, and a clear drop in resistance 
at about 78.2 K is observed at pressures above 14.0 GPa, indicating a 
superconducting-like phase transition. The temperatures of the drop 
are weakly pressure dependent, reaching 80 K at 18.5 GPa. Above Tc, the 
resistance increases linearly up to 300 K, which is a typical property of 
a strange metal state characterizing the normal state of the optimally 
doped cuprate superconductors33. As pressure gradient and internal 
strain effect could affect the electrical transport properties under 
pressure, as observed in K0.8Fe1.7Se2 (ref. 34) and BaFe2S3 (ref. 35), we 
used a soft material KBr as the pressure-transmitting medium, and 
the resistance is measured at higher pressures (Fig. 3b). The sharp 
drops in resistance and the flat resistance that approaches zero below 
Tc suggest a superconducting transition. The behaviours of resistance 
are repeatable, as shown in Extended Data Fig. 3.

To show the diamagnetic property of our samples under high pres-
sure, we measured the inductive voltage, which can be regarded as a.c. 
magnetic susceptibility36, for the La3Ni2O7 single crystal under pres-
sures up to 28.7 GPa using a diamond anvil cell and a mutual induction 
method37. There is a diamagnetic response below 77 K at 25.2 GPa from 
the real part of the a.c. magnetic susceptibility χ′(T), as shown in Fig. 3c. 
The measured electronic and magnetic properties demonstrate that the 

transition near 80 K corresponds to the emergence of superconductiv-
ity. Magnetic susceptibility below 14.3 GPa was also measured by adopt-
ing a palm-type cubic anvil cell. No detectable diamagnetic response 
corresponds to the weak and broad drops in resistance at 9.4 GPa and 
11.2 GPa in Fig. 3a. Figure 3d shows the evolution of the resistance at 
18.9 GPa under various magnetic fields up to 14 T. The field-suppressed 
superconductivity is more pronounced at lower temperatures. This is 
comparable to that of the cuprate superconductors, in which the onset 
Tc is kept unchanged38. The upper critical field µ0Hc2(0) of La3Ni2O7 has 
been determined using the criterion of 0.9 × R(Tc

onset), where R(Tc
onset) is 

the resistance at the onset Tc. The Ginzburg–Landau formula is adopted 
for fitting µ0Hc2 at various pressures, yielding the highest µ0Hc2 = 186 T 
for 18.9 GPa (Fig. 3e). An estimation of the in-plane superconducting 
coherence length is 4.83 nm for 18.9 GPa at zero temperature.

The electrical and magnetic measurements under high pressure were 
repeated on several single-crystal samples (Extended Data Figs. 3–5). 
The corresponding Tc values are summarized in the temperature–
pressure phase diagram in Fig. 4. The transition from a weak insulating 
phase to a superconducting phase against pressure is similar to the 
hole-doping dependence of superconductivity in the infinite-layer nick-
elate films16,39–41. But the superconductivity with a high transition tem-
perature above the liquid-nitrogen boiling point of 80 K emerges in the 
orthorhombic Fmmm phase, and the Tc values are not markedly changed 
in the superconducting region. The normal state of the superconduc-
tivity shows a strange metal behaviour that is characterized by a linear 
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Fig. 3 | Superconducting transitions in La3Ni2O7 single crystals under 
pressure. a, Resistance of La3Ni2O7 versus temperature at different pressures 
from 1.0 GPa to 18.5 GPa with the gasket of cubic boron nitride (cBN) and epoxy 
mixture. The resistance at ambient pressure was measured independently in an 
unpolished sample. b, High-pressure resistance measurements using KBr as the 
pressure-transmitting medium. The arrow shows the onset superconducting 
transition temperature (Tc). The onset Tc at 18.9 GPa is 78 K. c, The background- 
subtracted real part of the a.c. susceptibility showing a prominent diamagnetic 
response at 25.2 GPa with a current frequency of 393 Hz and a magnitude of 

50 mA. The red solid line in the inset shows the raw data and the grey dashed 
line is a fitted background following the trend above the transition at 77 K. The 
vertical dashed line marks the Tc. d, Resistance curves below 150 K at different 
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AH et al., Phys. Rev. B. 106, 205138 (2022)Differences in different core levels?
A. X-ray Photoelectron Spectra

Figure S1. HAXPES survey spectra of SrTiO3 and (b) TiO2, including (a) wide HAXPES BE range and (b) low BE range.
All major core and Auger lines are indicated.

Hard x-ray (~10keV) survey of core-levels ATSUSHI HARIKI et al. PHYSICAL REVIEW B 106, 205138 (2022)

FIG. 2. Soft x-ray photoelectron spectroscopy (SXPS) and hard
x-ray photoelectron spectroscopy (HAXPES) valence spectra and
broadened, one-electron photoionization cross-section weighted
local density approximation and dynamical mean-field theory
(LDA+DMFT) projected density of states (PDOS) for (a) SrTiO3

and (b) TiO2. The sum of the individual PDOS contributions is also
shown. The broadening and cross-section corrections were chosen
to match the SXPS experimental setup. In the LDA+DMFT results,
µdc = 3.0 eV was used. Experimental data were aligned to the O
2p-dominated features at the bottom of the valence band.

Authors of previous cluster model studies for Ti 2p XPS of
TiO2 [40,53] explained that the two features (i) and (iii) at 0
and 13 eV correspond to bonding- and antibonding-split final
states, respectively. The large energy splitting of the two final
states is due to a strong Ti–O covalent bonding, i.e., a large
hybridization between the |d0〉 and charge-transferred |d1L〉
electronic configurations leads to a formation of well-defined
bonding and antibonding states.

Before examining the multiple satellite features observed
in the Ti 1s HAXPES spectra and discussing appropriate
theoretical models of the core level excitations in the studied
Ti compounds, the electronic structure calculations, which
form the basis for the core level spectral calculations using
LDA+DMFT AIM, are discussed. To validate the computa-
tional parameter, i.e., double-counting correction value µdc
used in the LDA+DMFT self-consistent calculation, PDOS of
both SrTiO3 and TiO2 are compared with SXPS and HAXPES
valence spectra in Fig. 2. A good agreement in the overall
shape and relative energy positions of features of the valence
band states is found between theory and SXPS spectra. Prac-
tically, µdc renormalizes the energy levels of the metal 3d to
the O 2p orbitals [33,50,59]. Thus, for a band insulator with a
gap between empty metal 3d and filled O 2p bands, which is
the case for SrTiO3 and TiO2, µdc can be estimated by repro-
ducing the experimental bandgap. Here, µdc = 3.0 eV yields
good agreement to previously reported experimental bandgap
(∼3 eV) or inverse PES data [60,61]. The µdc determination

FIG. 3. Ti 1s spectra calculated by the cluster and local den-
sity approximation and dynamical mean-field theory (LDA+DMFT)
Anderson impurity model (AIM) methods and from hard x-ray
photoelectron spectroscopy (HAXPES) experiments for SrTiO3 and
TiO2. All spectra are aligned to the 1s main peak at 0 eV, and a
relative energy scale is shown.

can be found in Part B of the Supplemental Material (Figs. S4
and S5) [56].

The direct comparison of the theoretical PDOS with the
HAXPES spectra illustrates the influence of the energy-
dependent photoionization cross sections. The relative in-
crease in Ti s state cross sections at higher x-ray photon
energy leads to an increase in overall intensity at the bottom
of the valence band. This ability to enhance s contributions
represents another key advantage of HAXPES, which has
been previously exploited to probe the valence band orbital
character of other metal oxide systems [62–64]. As the Ti s
and p as well as the O s states are not explicitly included in the
LDA+DMFT calculations, the theory was corrected for the
SXPS setup as, due to photoionization cross-section effects,
the contributions from Ti d and O p states dominate at lower
photon energies. The unbroadened, uncorrected theoretical
PDOS results can be found in Fig. S6 in the Supplemental
Material [56].

Building upon the electronic structure model, Ti 1s core
level spectra were computed using the LDA+DMFT AIM for
SrTiO3 and TiO2. Both experimental HAXPES and simulated
Ti 1s spectra are shown in Fig. 3. The simulated spectra can re-
produce the characteristic satellite features up to 30 eV above
the main peak (including satellites S1–S4 in the experimental
spectra) in both compounds, with energy positions, relative
intensities, and spectral shapes captured. The relative energy
shift of the most intense feature S3 is clear in both theory and
experiment although theory underestimates the width of this
feature. The low-energy satellites S1 and S2 are particularly
well matched between experiment and theory for both TiO2
and SrTiO3, indicating that they are indeed intrinsic to the ma-
terials and have been missed in previous experiments focusing
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FIG. 2. Soft x-ray photoelectron spectroscopy (SXPS) and hard
x-ray photoelectron spectroscopy (HAXPES) valence spectra and
broadened, one-electron photoionization cross-section weighted
local density approximation and dynamical mean-field theory
(LDA+DMFT) projected density of states (PDOS) for (a) SrTiO3

and (b) TiO2. The sum of the individual PDOS contributions is also
shown. The broadening and cross-section corrections were chosen
to match the SXPS experimental setup. In the LDA+DMFT results,
µdc = 3.0 eV was used. Experimental data were aligned to the O
2p-dominated features at the bottom of the valence band.

Authors of previous cluster model studies for Ti 2p XPS of
TiO2 [40,53] explained that the two features (i) and (iii) at 0
and 13 eV correspond to bonding- and antibonding-split final
states, respectively. The large energy splitting of the two final
states is due to a strong Ti–O covalent bonding, i.e., a large
hybridization between the |d0〉 and charge-transferred |d1L〉
electronic configurations leads to a formation of well-defined
bonding and antibonding states.

Before examining the multiple satellite features observed
in the Ti 1s HAXPES spectra and discussing appropriate
theoretical models of the core level excitations in the studied
Ti compounds, the electronic structure calculations, which
form the basis for the core level spectral calculations using
LDA+DMFT AIM, are discussed. To validate the computa-
tional parameter, i.e., double-counting correction value µdc
used in the LDA+DMFT self-consistent calculation, PDOS of
both SrTiO3 and TiO2 are compared with SXPS and HAXPES
valence spectra in Fig. 2. A good agreement in the overall
shape and relative energy positions of features of the valence
band states is found between theory and SXPS spectra. Prac-
tically, µdc renormalizes the energy levels of the metal 3d to
the O 2p orbitals [33,50,59]. Thus, for a band insulator with a
gap between empty metal 3d and filled O 2p bands, which is
the case for SrTiO3 and TiO2, µdc can be estimated by repro-
ducing the experimental bandgap. Here, µdc = 3.0 eV yields
good agreement to previously reported experimental bandgap
(∼3 eV) or inverse PES data [60,61]. The µdc determination

FIG. 3. Ti 1s spectra calculated by the cluster and local den-
sity approximation and dynamical mean-field theory (LDA+DMFT)
Anderson impurity model (AIM) methods and from hard x-ray
photoelectron spectroscopy (HAXPES) experiments for SrTiO3 and
TiO2. All spectra are aligned to the 1s main peak at 0 eV, and a
relative energy scale is shown.

can be found in Part B of the Supplemental Material (Figs. S4
and S5) [56].

The direct comparison of the theoretical PDOS with the
HAXPES spectra illustrates the influence of the energy-
dependent photoionization cross sections. The relative in-
crease in Ti s state cross sections at higher x-ray photon
energy leads to an increase in overall intensity at the bottom
of the valence band. This ability to enhance s contributions
represents another key advantage of HAXPES, which has
been previously exploited to probe the valence band orbital
character of other metal oxide systems [62–64]. As the Ti s
and p as well as the O s states are not explicitly included in the
LDA+DMFT calculations, the theory was corrected for the
SXPS setup as, due to photoionization cross-section effects,
the contributions from Ti d and O p states dominate at lower
photon energies. The unbroadened, uncorrected theoretical
PDOS results can be found in Fig. S6 in the Supplemental
Material [56].

Building upon the electronic structure model, Ti 1s core
level spectra were computed using the LDA+DMFT AIM for
SrTiO3 and TiO2. Both experimental HAXPES and simulated
Ti 1s spectra are shown in Fig. 3. The simulated spectra can re-
produce the characteristic satellite features up to 30 eV above
the main peak (including satellites S1–S4 in the experimental
spectra) in both compounds, with energy positions, relative
intensities, and spectral shapes captured. The relative energy
shift of the most intense feature S3 is clear in both theory and
experiment although theory underestimates the width of this
feature. The low-energy satellites S1 and S2 are particularly
well matched between experiment and theory for both TiO2
and SrTiO3, indicating that they are indeed intrinsic to the ma-
terials and have been missed in previous experiments focusing
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VO2 and CrO2, correlated metals

T. Yamaguchi, AH, et al.,  
Phys. Rev. B 109, 205143 (2024)

LDA+DMFT valence band 

a metallic nonlocal-screening response plays an active
role in the 2p core-level excitation. In this study, we
present new measurements of the Cr 1s HAXPES spec-
trum in CrO2. We analyze the experimental data using
the Anderson impurity model (AIM) based on the local
density approximation (LDA) + dynamical mean-field
theory (DMFT) and conventional MO6 cluster model.
The LDA+DMFT AIM accurately simulates nonlocal
CT screening responses in both the 1s and 2p core-hole
creation [7, 13, 16], whereas the cluster model considers
only the local CT screening from the nearest-neighboring
oxygens [3]. A comparison of these two theoretical simu-
lations enables us to assess the contributions of the metal-
lic nonlocal screening in the 1s spectra of the studied
compounds.

II. METHODS

We use a crystalline CrO2 powder with a den-
sity of ⇢ = 4.85 g/cm3 at 25�C and grain size of
44 µm [17]. The powder was milled by hand with
mortar and pestle and then pressed into a pill. (This
paragraph is taken from p.136 in Zimmermann’s thesis:
https://dspace.library.uu.nl/handle/1874/363530)

Experimental detais ofs Cr 1s HAXPES ...
The simulation of Cr (V) 1s and 2p HAXPES for

CrO2 (VO2) starts with a standard LDA+DMFT cal-
culation [18–20]. We perform an LDA calculation for
the experimental crystal structures [21, 22] and subse-
quently construct a tight-binding model spanning Cr (V)
3d and O 2p states from the LDA bands. For VO2, a high-
temperature rutile structure was used to study the metal-
lic phase. The tight-binding model is augmented with lo-
cal electron-electron interaction within the TM 3d shell
that is determined by Hubbard U and Hund’s J param-
eters. We set these values to (U, J)=(5.0 eV, 1.0 eV) and
(6.0 eV, 1.0 eV) for the Cr and V cases, respectively, con-
sulting with previous density functional theory (DFT)-
based and spectroscopy studies for chromium and vana-
dium oxides [23, 24]. The strong-coupling continuous-
time quantum Monte Carlo impurity solver [25–28] is
used to obtain the self-energies ⌃(i!n) of Cr (V) 3d elec-
trons from the Anderson impurity model (AIM). The
double-counting correction µdc, which is introduced to
subtract the d-d interaction effect present already in
LDA step [19, 29], is treated as an adjustable parame-
ter and fixed to reproduce the experimental valence and
core-level spectra. The µdc dependence of the calcu-
lated spectra can be found in the Supplementary Ma-
terial (SM) [30]. To compute valence spectra and hy-
bridization densities �(") on the real-frequency axis, an-
alytically continued ⌃(") in the real-frequency domain is
obtained using the maximum entropy method [31].

The Cr (V) 1s and 2p HAXPES spectra are computed
from the AIM implementing the DMFT hybridization
densities �("), following methods detailed in Refs. [7, 13,
32]. The core-valence interaction parameter Udc is set to
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Figure 1. The LDA+DMFT valence spectral intensities for
metallic bulk VO2. The experimental valence-band XPS spec-
trum is taken from Ref. [14].

Udc = 1.2⇥Udd, where Udd represents the configuration-
averaged interaction on the 3d shell [7]. The multi-
pole term in the core-valence interaction is parameter-
ized by the higher-order Slater integrals obtained from
the atomic Hartree-Fock code. The atomic Slater inte-
gral values are reduced to 80 % from the bare values,
unless otherwise stated. We employ the configuration-
interaction (CI) solver for the AIM with the same imple-
mentation as described in Refs. [13, 32, 33]. In the MO6

cluster-model calculation, the electron hopping ampli-
tudes with the nearest-neighboring ligands are extracted
from the tight-binding model constructed from the LDA
bands mentioned above. The extracted hopping ampli-
tudes are summarized in Appendix. A. The cluster model
implements the same local Hamiltonian for the x-ray ex-
cited Cr (V) ion with the LDA+DMFT AIM. As noted in
Refs. [10, 32], care must be taken for the number of elec-
tronic configurations included to represent the initial and
XPS final states within the CI scheme for highly covalent
or high valence system with a small charge-transfer en-
ergy. We checked the convergence of the XPS spectral
intensities as a function of the number of configurations
in the studied compounds in Appendix. A.

III. RESULTS

We start our investigation with metallic VO2. Fig-
ure 1 shows valence-band spectra calculated by the
LDA+DMFT method, together with the experimental
valence-band XPS spectrum taken from Ref. [14]. As
previously discussed in Ref. [34], while the single-site
DMFT lacks the V–V intersite self-energy needed for de-
scribing the dimerized insulating phase with a monoclinic
structure, it provides a reasonable description for the
correlated metallic phase of the high-temperature rutile-
structure phase. Our DMFT valence-band spectrum is
similar with the cluster DMFT result for the metallic

Exp. R. Eguchi et al., Phys. Rev. B 78, 075115 (2008)

Metal phase 
(Rutile structure)

VO2 (d1)

conf. diagonal energies val.
|cd1i 0 0.0

|cd2L1i �CT � Udc -4.7
|cd3L2i 2�CT+Udd � 2Udc -3.8
|cd4L3i 3�CT+3Udd � 3Udc 2.7
|cd5L4i 4�CT+6Udd � 4Udc 14.7
|cd6L5i 5�CT+10Udd � 5Udc 32.3
|cd7L6i 6�CT+15Udd � 6Udc 55.4

Table I. The configuration energies of the final states of the
VO6 cluster model in the eV units.

Fig.3 w1:/home/higashi/project/CrO2/dmft/580K/u5/dc_scan/fll+2/dos_plot

Figure 4. The LDA+DMFT valence spectral intensities for
bulk CrO2. The experimental valence-band XPS spectrum
measured at 150 K is taken from Ref. [15].

reported recently for the Ti 1s XPS spectra of TiO2

and SrTiO3 [10]. Due to its overlap with the broad
tail of the V 2p1/2 line, the non-bonding feature is not
clearly seen in the V 2p3/2 spectrum, Fig. 2(b). The
VO6 single cluster-model result lacks both the nonlocal-
screening shoulder feature and the broad band feature of
non-bonding states, see Fig. 2 and Fig. 3.

Next we examine ferromagnetic metallic CrO2. Fig-
ure 4 shows the LDA+DMFT valence-band spectral in-
tensities, together with the experimental XPS data taken
from Ref. [15]. Figure 5 presents the Cr 1s and 2p XPS
spectra calculated by the LDA+DMFT AIM and CrO6

cluster model. The Cr 2p3/2 main line (EB ⇠ 576 eV)
exhibits a double-peak structure. The importance of
metallic screening for the low-EB peak (EB ⇠ 575 eV)
for the formation of the double peaks was pointed out
in Ref. [15]. Interestingly, we observe that the Cr 1s
main line (EB ⇠ 5958.5 eV) displays an asymmetric line
shape, but not a double-peak feature as in the Cr 2p3/2
spectrum. This is a notable contrast with the VO2 case
(Fig. 2), where the line shapes of the V 1s and 2p3/2 core
levels closely resemble each other. Therefore, we antici-
pate that the Cr 1s spectra provide qualitatively distinct
information from the 2p spectra. The LDA+DMFT AIM

Figure 5. The experimental HAXPES, and the LDA+DMFT
AIM and the CrO6 cluster-model calculations for (a) Cr 1s
XPS and (b) Cr 2p XPS spectra. The spectral intensities
are convoluted with Gaussian of 300 meV and Lorenzian of
250 meV for both 1s and 2p spectra (HWHM).

result reproduce reasonably well both the Cr 1s and 2p
core-level line shape, while the CrO6 cluster model incor-
rectly yields a single symmetric peak 1s main-line and
fails in representing the Cr 2p3/2 double-peak structure.
This discrepancy of the two models suggests the presence
of nonlocal CT effects in the 1s and 2p spectra of CrO2

as in the VO2 case.
To understand the different main-line shapes in the Cr

1s and 2p3/2 spectra, in Fig. 6a, we calculated the Cr
2p spectra with varying the amplitude of the Coulomb
multiplet interaction between the Cr 2p core and 3d
orbitals in the XPS final states. The R2p�3d parame-
ter represents a scaling factor for the multipole part in
the 2p–3d Coulomb interaction wihtin the LDA+DMFT
AIM Hamiltonian. The 2p–3d multiplet interaction sig-
nificantly influences the main line shape. The isotropic
spectrum with R2p�3d = 0% closely resembles the Cr 1s
spectrum (Fig. 5a). The enhanced peak at the low-EB

side (EB ⇠ 575 eV in 2p3/2 and ⇠ 5968.5 eV in 1s) con-
sists of nonlocally-screened final states dominantly while
the high-EB feature (⇠ 576 eV in 2p3/2 and ⇠ 5969.5 eV
in 1s) contains more locally-screened states. The 2p–3d
core-valence multiplet interaction substantially mixes the
two screened final-state wave functions, resulting in the
double-peak structure observed in the Cr 2p3/2 HAXPES

Exp. M. Sperlich et al., Phys. Rev. B 87, 235138 (2013)

CrO2 (d2)

 VO2  : Quasiparticle peak & Hubbard bands 
 CrO2 : Half-metallic electronic structure

S. Biermann et al., Phys. Rev. Lett. 94, 026404 (2005)

find that the insulating state can be viewed as a molecular
solid of singlet dimers in the Heitler-London (correlated)
limit. While a description in terms of renormalized Peierls
bands is possible at low energy, broad Hubbard bands are
present at higher energy. Recent photoemission data can be
successfully interpreted on the basis of our results, which
also yield predictions for inverse-photoemission spectra.

Previous theoretical work on VO2 based on DMFT has
recently appeared [12,13]. These works, however, are
based on a single-site DMFT approach. This is appropriate
in the metallic phase but not in the insulating phase. While
we do find that by increasing U to unphysically high
values, a Mott insulator can be induced in a single-site
DMFT approach, the formation of singlet pairs resulting
from the strong dimerization can be captured only in a
cluster extension of DMFT in which the dimers are taken
as the key unit. Only then can a nonmagnetic insulator with
a spin gap be obtained, in agreement with experiments. C-
DMFT allows for a consistent extension to the solid state of
the simple Heitler-London picture of an isolated molecule.
Electrons can be shared between all singlets through the
self-consistent electronic bath, resulting in a ‘‘dynamical
singlets’’ description.

Given the filling of one d electron per vanadium, and the
crystal- field splitting separating the t2g and e!g states in
both phases, it is appropriate to work within a set of
localized V-centered t2g Wannier orbitals, and to neglect
the degrees of freedom from all other bands. As in
Ref. [14], our Wannier orbitals are orthonormalized
NMTOs, which have all partial waves other than V-dxy,
V-dyz, and V-dzx downfolded. These notations refer to the
local coordinate axes (z k !110") attached to a given V
atom surrounding the oxygen octahedron. DFT-LDA cal-
culations followed by this downfolding procedure yield a
Hamiltonian matrix HLDA

mm0 #k$ (of size 6% 6 in the R phase,
which has two Vatoms per unit cell, and 12% 12 in the M1
phase, with four V per unit cell). Our results for the DFT-
LDA electronic structure in both phases are in agreement
with previous studies, and with the qualitative picture
described above. The partial densities of states for the
a1g & dxy and e"g & fdyz; dxzg are presented in Figs. 1(a)
and 1(b) for the R and M1 phases, respectively. The total t2g
bandwidth is almost the same for both phases ( ' 2:59 eV
in R and '2:56 eV in M1). In the R phase, the single
d electron is almost equally distributed between all three
orbital components within LDA (0.36 in a1g and 0.32 in
each of the e"g ’s). From the Hamiltonian matrix in real
space, we can extract the hopping integrals between V
centers. The largest one, txy;xy ( )0:31 eV, is between
a1g orbitals forming chains along the c axis, but the hop-
pings txz;yz within the chains and t0yz;yz; t0xz;xz are only twice
smaller (0:17–0:19 eV). Given that there are eight next-
nearest neighbors of this type, and only two along the
chains, the properties of the R metal are therefore fairly
isotropic. The electronic structure drastically changes in

the M1 phase [Fig. 1(b)]. The a1g state is split into a
bonding combination below the Fermi level and an anti-
bonding combination higher in energy. The splitting be-
tween the bonding and antibonding states is set by the
intradimer hopping, which we find to be tintraxy;xy (
)0:68 eV, hence a splitting of order 2txy;xy ' 1:4 eV.
The two a1g peaks in the density of states (DOS) are
very narrow, corresponding to the very small interdimer
hopping tinterxy;xy ’ )0:03 eV. The intradimer hopping is by
far the dominant one in this phase, with the second largest
being t0xz;yz in the [111] direction ( ' 0:22 eV) and all
others much smaller. Also, the e"g states are pushed higher
in energy in the M1 phase, so that the LDA occupancies are
now 0.74 for the a1g (bonding) band and only 0.12 and 0.14
for the dyz and dxz, respectively. Still, these bands overlap
weakly and the LDA fails to open the gap ( ' 0:6 eV
experimentally).

We use the LDA-NMTO Hamiltonian HLDA
mm0 #k$ as a

starting point for the construction of a multiband
Hubbard Hamiltonian of the form of Eq. (1) in Ref. [14]
involving direct and exchange terms of the screened on-site
Coulomb interaction Umm0 and Jmm0 , with the parametriza-
tion Umm ( U, Umm0 ( U) 2J, and Jmm0 ( J for m !
m0. We assume double counting corrections to be orbital
independent within the t2g manifold, thus resulting in a
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FIG. 1 (color online). (a) Spectral function (calculated using
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within DMFT (solid lines) in comparison to the LDA DOS
(dashed lines). (b) Spectral function for the M1 phase as calcu-
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bands, and U ( 4 eV, J ( 0:68 eV.
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Cr 1s and 2p HAXPES in CrO2
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FIG. 3. The experimental HAXPES, the LDA+DMFT AIM
(blue), and the CrO6 cluster-model (red) calculations for (a) Cr
1s XPS and (b) Cr 2p XPS spectra. The spectral intensities are
convoluted with a Gaussian and a Lorentzian of 300 and 250 meV
(HWHM), respectively, for both 1s and 2p spectra. The experimental
Cr 2p HAXPES data are taken from Ref. [29]. The main line (ML)
and the satellite (ST) are indicated.

main line and satellite, respectively. Similar to Ti oxides [18],235

higher configurations up to |cd5L4〉 are necessary for accurate236

description of the satellites, as demonstrated in Appendix B.237

Both the V 1s and 2p3/2 main lines exhibit a shoulder238

feature originating from metallic nonlocal CT screening at239

EB = 5467 eV in 1s and EB = 514 eV in 2p3/2, as indicated by240

the dotted lines in Fig. 1. The LDA+DMFT AIM reproduces241

the shoulder feature, while it is missing in the cluster-model242

result, as expected given that the former model includes a243

metallic CT screening, while the latter model considers only244

the metal-ligand one. Furthermore, the LDA+DMFT AIM245

yields a broad band feature around EB = 5472 eV in the 1s246

spectrum, which shares similarities with the low-EB satellites247

in Ti 1s HAXPES spectra of TiO2 and SrTiO3 [16–18]. Due248

to its overlap with the broad tail of the V 2p1/2, this feature is249

not clearly seen in the V 2p3/2 spectrum [Fig. 1(b)].250

Next, we examine ferromagnetic metallic CrO2. Figure 3251

presents the Cr 1s and 2p XPS spectra calculated by the252

LDA+DMFT AIM and the CrO6 cluster model. The Cr 2p253

experimental HAXPES spectrum is taken from Ref. [29].254

The LDA+DMFT valence-band spectra can be found in Ap-255

pendix A. The Cr 2p3/2 main line (EB ∼ 576 eV) exhibits256

the double-peak feature. Interestingly, the Cr 1s main line257

FIG. 4. (a) Cr 2p XPS spectral intensities calculated by the
LDA+DMFT AIM method with reducing strength of the 2p–3d
core-valence Coulomb multiplet interaction from the ionic values.
(b) The calculated spectra without the spin-orbit coupling (ξ 2p

SOC =
0) on the 2p core orbitals. The spectral intensities are convoluted
with a Gaussian and a Lorentzian of 300 and 250 meV (HWHM),
respectively.

(EB ∼ 5968.5 eV) shows an asymmetric line shape, but not a 258

double-peak feature as in the Cr 2p3/2 spectrum. This is a no- 259

table contrast with VO2 (Fig. 1), as the V 1s and 2p3/2 spectra 260

resemble each other. The LDA+DMFT results reproduce both 261

the Cr 1s and 2p spectra reasonably well. The cluster model 262

incorrectly yields a symmetric single-peak 1s main line and 263

does not reproduce the double-peak feature in the Cr 2p3/2 264

main line (Fig. 3). This suggests the presence of metallic CT 265

contributions in both the Cr 1s and 2p spectra of CrO2 as in 266

the VO2 case. A detailed analysis of the spectra within the 267

CrO6 cluster model can be found in Appendix C. 268

To get insight into the different shapes in the 1s and 2p 269

main line in CrO2, we calculate the 2p spectra with modulat- 270

ing the multiplet coupling between the Cr 2p and 3d electrons 271

in Fig. 4(a). Here, R2p-3d denotes a scaling factor for the 272

multipole part in the Cr 2p-3d interaction in the LDA+DMFT 273

AIM. The 2p-3d core-valence multiplet interaction signifi- 274

cantly influences the 2p3/2 main-line shape. The 2p spectrum 275

with R2p-3d = 0% closely resembles the Cr 1s spectrum in 276

Fig. 3(a). This indicates that the CT screening to the x-ray 277

excited Cr from the rest of the crystal is essentially the same 278

in the 1s and 2p excitations, which is not surprising, given 279

that the hybridization strength of the Cr 3d states with the 280

electron bath is determined in the valence electronic structure 281
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FIG. 1. The LDA+DMFT AIM (blue) and the VO6 cluster model
(red) calculations for (a) V 1s XPS and (b) V 2p XPS spectra for
metallic VO2 in the high-temperature rutile structure phase. The
experimental HAXPES data are taken from Ref. [23]. The spec-
tral intensities are convoluted with a Gaussian of 200 meV and a
Lorentzian of 650 meV in the half width at half maximum (HWHM)
for both 1s and 2p spectra. The main line (ML) and the satellite (ST)
are indicated.

electron hopping amplitudes with the nearest-neighboring lig-197

ands are extracted from the tight-binding model constructed198

from the LDA bands mentioned above and summarized in199

Appendix B. The cluster model implements the same lo-200

cal Hamiltonian for the x-ray excited Cr (V) ion with the201

LDA+DMFT AIM. As noted in Refs. [18,55], care must be202

taken for the number of electronic configurations included to203

represent the XPS initial and final states within the CI scheme204

for a highly covalent system. We checked the convergence of205

the XPS spectral intensities as a function of the number of206

configurations in the studied compounds in Appendix B.207

III. RESULTS208

Figure 1 shows the V 1s and 2p XPS spectra of metallic209

VO2 calculated by the LDA+DMFT AIM method and the210

VO6 cluster model. The experimental 1s and 2p XPS data211

are reproduced from Ref. [23]. The LDA+DMFT valence-212

band spectra can be found in Appendix A. Apart from the213

presence of the V 2p1/2 spin-orbit component and a different214

lifetime broadening, the V 1s and 2p3/2 experimental spectra215

exhibit similar line shapes. A satellite (ST) feature is located216

FIG. 2. V 1s XPS spectra simulated by the VO6 cluster model
with varying metal-ligand (V 3d–O 2p) hybridization strength. 100%
corresponds to the hybridization strength derived from the LDA
bands for the experimental rutile structure of VO2 in Appendix B.
The spectral intensities are convoluted with a Gaussian of 100 meV
and a Lorentzian of 100 meV (HWHM).

approximately 13 eV above the main line (ML), as indicated 217

by a dashed line. 218

The VO6 cluster model represents the overall features in 219

the V 1s and 2p spectra. In Fig. 2, the 1s spectra computed 220

with varying the metal-ligand hybridization in the cluster 221

model are shown. The diagonal energies of the electronic 222

configurations in the final states are listed in Table I; see 223

Appendix B for those in the initial state. Note that the screened 224

|cd2L〉 configuration has an energy lower than that of |cd1〉 225

due to the core-valence interaction Udc for an excess d elec- 226

tron. The effective hybridization Veff with the ligands is given 227

as Veff = [(4 − Neg ) × V 2
eg

+ (6 − Nt2g ) × V 2
t2g

]1/2, where Neg 228

(Nt2g) and Veg (Vt2g) denote occupation of the eg (t2g) states 229

and hybridization strength of the ligand and eg (t2g) orbitals 230

[6,9,18,61]. For VO2 (with Nt2g = 1 and Neg = 0) in a formal 231

valence state, Veff accounts for 9.1 eV (Appendix B). The 232

large hybridization leads to well-split bondinglike and anti- 233

bondinglike states of the |cd1〉 and |cd2L〉 states, forming the 234

TABLE I. The configuration (diagonal) energies in the V 1s
XPS final states within the VO6 cluster-model Hamiltonian in eV.
Here, the charge-transfer energy is defined for a V4+ (d1) electronic
configuration as !CT = E (d2L) − E (d1) = εd − εL + Udd , where εd

(εL) denotes the averaged V 3d (ligand 2p) energy. The values of
charge-transfer energy !CT, 3d − 3d interaction Udd , and 2p-3d
core-valence interaction Udc are found in Appendix B.

Conf. Diagonal energies Value

|cd1〉 0 0.0
|cd2L1〉 !CT − Udc −4.7
|cd3L2〉 2!CT+Udd − 2Udc −3.8
|cd4L3〉 3!CT+3Udd − 3Udc 2.7
|cd5L4〉 4!CT+6Udd − 4Udc 14.7
|cd6L5〉 5!CT+10Udd − 5Udc 32.3
|cd7L6〉 6!CT+15Udd − 6Udc 55.4

005100-3
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Metallic 
Screening

 VO2   : 1s is replica of 2p, with nonlocal metallic screening feature 
 CrO2 : Very different 1s and 2p line shape → Why not replica ??

2) Absence of Core-Valence Multiplet

a metallic nonlocal-screening response plays an active
role in the 2p core-level excitation. In this study, we
present new measurements of the Cr 1s HAXPES spec-
trum in CrO2. We analyze the experimental data using
the Anderson impurity model (AIM) based on the local
density approximation (LDA) + dynamical mean-field
theory (DMFT) and conventional MO6 cluster model.
The LDA+DMFT AIM accurately simulates nonlocal
CT screening responses in both the 1s and 2p core-hole
creation [7, 13, 16], whereas the cluster model considers
only the local CT screening from the nearest-neighboring
oxygens [3]. A comparison of these two theoretical simu-
lations enables us to assess the contributions of the metal-
lic nonlocal screening in the 1s spectra of the studied
compounds.

II. METHODS

We use a crystalline CrO2 powder with a den-
sity of ⇢ = 4.85 g/cm3 at 25�C and grain size of
44 µm [17]. The powder was milled by hand with
mortar and pestle and then pressed into a pill. (This
paragraph is taken from p.136 in Zimmermann’s thesis:
https://dspace.library.uu.nl/handle/1874/363530)

Experimental detais ofs Cr 1s HAXPES ...
The simulation of Cr (V) 1s and 2p HAXPES for

CrO2 (VO2) starts with a standard LDA+DMFT cal-
culation [18–20]. We perform an LDA calculation for
the experimental crystal structures [21, 22] and subse-
quently construct a tight-binding model spanning Cr (V)
3d and O 2p states from the LDA bands. For VO2, a high-
temperature rutile structure was used to study the metal-
lic phase. The tight-binding model is augmented with lo-
cal electron-electron interaction within the TM 3d shell
that is determined by Hubbard U and Hund’s J param-
eters. We set these values to (U, J)=(5.0 eV, 1.0 eV) and
(6.0 eV, 1.0 eV) for the Cr and V cases, respectively, con-
sulting with previous density functional theory (DFT)-
based and spectroscopy studies for chromium and vana-
dium oxides [23, 24]. The strong-coupling continuous-
time quantum Monte Carlo impurity solver [25–28] is
used to obtain the self-energies ⌃(i!n) of Cr (V) 3d elec-
trons from the Anderson impurity model (AIM). The
double-counting correction µdc, which is introduced to
subtract the d-d interaction effect present already in
LDA step [19, 29], is treated as an adjustable parame-
ter and fixed to reproduce the experimental valence and
core-level spectra. The µdc dependence of the calcu-
lated spectra can be found in the Supplementary Ma-
terial (SM) [30]. To compute valence spectra and hy-
bridization densities �(") on the real-frequency axis, an-
alytically continued ⌃(") in the real-frequency domain is
obtained using the maximum entropy method [31].

The Cr (V) 1s and 2p HAXPES spectra are computed
from the AIM implementing the DMFT hybridization
densities �("), following methods detailed in Refs. [7, 13,
32]. The core-valence interaction parameter Udc is set to
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Figure 1. The LDA+DMFT valence spectral intensities for
metallic bulk VO2. The experimental valence-band XPS spec-
trum is taken from Ref. [14].

Udc = 1.2⇥Udd, where Udd represents the configuration-
averaged interaction on the 3d shell [7]. The multi-
pole term in the core-valence interaction is parameter-
ized by the higher-order Slater integrals obtained from
the atomic Hartree-Fock code. The atomic Slater inte-
gral values are reduced to 80 % from the bare values,
unless otherwise stated. We employ the configuration-
interaction (CI) solver for the AIM with the same imple-
mentation as described in Refs. [13, 32, 33]. In the MO6

cluster-model calculation, the electron hopping ampli-
tudes with the nearest-neighboring ligands are extracted
from the tight-binding model constructed from the LDA
bands mentioned above. The extracted hopping ampli-
tudes are summarized in Appendix. A. The cluster model
implements the same local Hamiltonian for the x-ray ex-
cited Cr (V) ion with the LDA+DMFT AIM. As noted in
Refs. [10, 32], care must be taken for the number of elec-
tronic configurations included to represent the initial and
XPS final states within the CI scheme for highly covalent
or high valence system with a small charge-transfer en-
ergy. We checked the convergence of the XPS spectral
intensities as a function of the number of configurations
in the studied compounds in Appendix. A.

III. RESULTS

We start our investigation with metallic VO2. Fig-
ure 1 shows valence-band spectra calculated by the
LDA+DMFT method, together with the experimental
valence-band XPS spectrum taken from Ref. [14]. As
previously discussed in Ref. [34], while the single-site
DMFT lacks the V–V intersite self-energy needed for de-
scribing the dimerized insulating phase with a monoclinic
structure, it provides a reasonable description for the
correlated metallic phase of the high-temperature rutile-
structure phase. Our DMFT valence-band spectrum is
similar with the cluster DMFT result for the metallic

T. Yamaguchi, AH, et al.,  
Phys. Rev. B 109, 205143 (2024)
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FIG. 3. The experimental HAXPES, the LDA+DMFT AIM
(blue), and the CrO6 cluster-model (red) calculations for (a) Cr
1s XPS and (b) Cr 2p XPS spectra. The spectral intensities are
convoluted with a Gaussian and a Lorentzian of 300 and 250 meV
(HWHM), respectively, for both 1s and 2p spectra. The experimental
Cr 2p HAXPES data are taken from Ref. [29]. The main line (ML)
and the satellite (ST) are indicated.

main line and satellite, respectively. Similar to Ti oxides [18],235

higher configurations up to |cd5L4〉 are necessary for accurate236

description of the satellites, as demonstrated in Appendix B.237

Both the V 1s and 2p3/2 main lines exhibit a shoulder238

feature originating from metallic nonlocal CT screening at239

EB = 5467 eV in 1s and EB = 514 eV in 2p3/2, as indicated by240

the dotted lines in Fig. 1. The LDA+DMFT AIM reproduces241

the shoulder feature, while it is missing in the cluster-model242

result, as expected given that the former model includes a243

metallic CT screening, while the latter model considers only244

the metal-ligand one. Furthermore, the LDA+DMFT AIM245

yields a broad band feature around EB = 5472 eV in the 1s246

spectrum, which shares similarities with the low-EB satellites247

in Ti 1s HAXPES spectra of TiO2 and SrTiO3 [16–18]. Due248

to its overlap with the broad tail of the V 2p1/2, this feature is249

not clearly seen in the V 2p3/2 spectrum [Fig. 1(b)].250

Next, we examine ferromagnetic metallic CrO2. Figure 3251

presents the Cr 1s and 2p XPS spectra calculated by the252

LDA+DMFT AIM and the CrO6 cluster model. The Cr 2p253

experimental HAXPES spectrum is taken from Ref. [29].254

The LDA+DMFT valence-band spectra can be found in Ap-255

pendix A. The Cr 2p3/2 main line (EB ∼ 576 eV) exhibits256

the double-peak feature. Interestingly, the Cr 1s main line257

FIG. 4. (a) Cr 2p XPS spectral intensities calculated by the
LDA+DMFT AIM method with reducing strength of the 2p–3d
core-valence Coulomb multiplet interaction from the ionic values.
(b) The calculated spectra without the spin-orbit coupling (ξ 2p

SOC =
0) on the 2p core orbitals. The spectral intensities are convoluted
with a Gaussian and a Lorentzian of 300 and 250 meV (HWHM),
respectively.

(EB ∼ 5968.5 eV) shows an asymmetric line shape, but not a 258

double-peak feature as in the Cr 2p3/2 spectrum. This is a no- 259

table contrast with VO2 (Fig. 1), as the V 1s and 2p3/2 spectra 260

resemble each other. The LDA+DMFT results reproduce both 261

the Cr 1s and 2p spectra reasonably well. The cluster model 262

incorrectly yields a symmetric single-peak 1s main line and 263

does not reproduce the double-peak feature in the Cr 2p3/2 264

main line (Fig. 3). This suggests the presence of metallic CT 265

contributions in both the Cr 1s and 2p spectra of CrO2 as in 266

the VO2 case. A detailed analysis of the spectra within the 267

CrO6 cluster model can be found in Appendix C. 268

To get insight into the different shapes in the 1s and 2p 269

main line in CrO2, we calculate the 2p spectra with modulat- 270

ing the multiplet coupling between the Cr 2p and 3d electrons 271

in Fig. 4(a). Here, R2p-3d denotes a scaling factor for the 272

multipole part in the Cr 2p-3d interaction in the LDA+DMFT 273

AIM. The 2p-3d core-valence multiplet interaction signifi- 274

cantly influences the 2p3/2 main-line shape. The 2p spectrum 275

with R2p-3d = 0% closely resembles the Cr 1s spectrum in 276

Fig. 3(a). This indicates that the CT screening to the x-ray 277

excited Cr from the rest of the crystal is essentially the same 278

in the 1s and 2p excitations, which is not surprising, given 279

that the hybridization strength of the Cr 3d states with the 280

electron bath is determined in the valence electronic structure 281
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Figure 6. (a) The Cr 2p XPS spectra calculated by the
LDA+DMFT AIM method with varying the amplitude of
the 2p–3d core-valence Coulomb multiplet interaction. (b)
The calculated spectra without the spin-orbit coupling on the
2p core orbitals. The spectral intensities are convoluted with
Gaussian of 300 meV and Lorenzian of 250 meV (HWHM).

main line. Thus the Cr 1s XPS with the negligibly-weak
core-valence interaction is better suited than the 2p XPS
for examining and quantifying pure charge-transfer re-
sponses in the Cr core-level excitation. To complement,
in Fig. 6b, we calculated the 2p XPS spectra by elimi-
nating the spin-orbit interaction term on the Cr 2p shell
in the LDA+DMFT AIM Hamiltonian.

Finally, we examine interplay of formation of the
atomic multiplet and covalent bonding in the Cr core-
level XPS spectra. To this purpose, we resort to the CrO6

cluster model. Though the cluster model lacks the nonlo-
cal screening effect, its simple excitation spectrum com-
pared to the LDA+DMFT AIM one with the continuous
hybridization density allows us to investigate influence of
the Cr–O chemical bonding on the atomic excitations. In
Fig. 7, we calculate the Cr 1s and 2p XPS spectra with
changing the Cr–O orbital hybridization amplitudes. In
the atomic limit, i.e., V = 0, the Cr 2p XPS presents
rich multiplet peaks in both the 2p3/2 and 2p1/2 com-
ponents due to the strong Cr 2p–3d multipole interac-
tion. The Cr–O hybridization renormalizes substantially
the multiplet peaks, resulting in the featureless main line
(Fig. 5b). The negligibly-weak multiplet effect on the 1s
excitation yields (quasi) single-peak line in the atomic

2p3/2
2p1/2

Figure 7. (a) Cr 1s and (b) 2p XPS spectra calculated by
the CrO6 cluster model with varying the Cr 3d–O 2p orbital
hybridization strength. Here, 100 % corresponds to the hy-
bridization amplitudes derived from the DFT result for the
experimental crystal structure, see Appendix. A. The diag-
onal energies of the electronic configuration for the 1s XPS
final states are indicated with the vertical bars. The spec-
tral intensities are convoluted with Gaussian of 300 meV and
Lorenzian of 250 meV (HWHM).

conf. diagonal energies val.
|cd2i 0 0.0

|cd3L1i �CT � Udc -4.5
|cd4L2i 2�CT+ Udd � 2Udc -4.4
|cd5L3i 3�CT+ 3Udd � 3Udc 0.3
|cd6L4i 4�CT+ 6Udd � 4Udc 9.5
|cd7L5i 5�CT+10Udd � 5Udc 23.3
|cd8L6i 6�CT+15Udd � 6Udc 41.6

Table II. The configuration energies of the final states of the
CrO6 cluster model in the eV units.

limit (Fig. 5a).

IV. CONCLUDING REMARKS

We calculated metal 1s and 2p core-level x-ray pho-
toemission spectra of metallic VO2 and CrO2, repre-

Calc. 2p-3d multiplet dependence
(Modify LDA+DMFT AIM Hamiltonian)

Cr 2p3/2

Cr 2p1/2

Cr 3d

+

2p-3d  
multiplet

ξsoc

1s HAXPES is suited for studying charge transfer excitations,  
when the core-valence multiplet is substantial (Cr, Fe, Mn …)

T. Yamaguchi, AH, et al.,  
Phys. Rev. B 109, 205143 (2024)
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FIG. 3. The experimental HAXPES, the LDA+DMFT AIM
(blue), and the CrO6 cluster-model (red) calculations for (a) Cr
1s XPS and (b) Cr 2p XPS spectra. The spectral intensities are
convoluted with a Gaussian and a Lorentzian of 300 and 250 meV
(HWHM), respectively, for both 1s and 2p spectra. The experimental
Cr 2p HAXPES data are taken from Ref. [29]. The main line (ML)
and the satellite (ST) are indicated.

main line and satellite, respectively. Similar to Ti oxides [18],235

higher configurations up to |cd5L4〉 are necessary for accurate236

description of the satellites, as demonstrated in Appendix B.237

Both the V 1s and 2p3/2 main lines exhibit a shoulder238

feature originating from metallic nonlocal CT screening at239

EB = 5467 eV in 1s and EB = 514 eV in 2p3/2, as indicated by240

the dotted lines in Fig. 1. The LDA+DMFT AIM reproduces241

the shoulder feature, while it is missing in the cluster-model242

result, as expected given that the former model includes a243

metallic CT screening, while the latter model considers only244

the metal-ligand one. Furthermore, the LDA+DMFT AIM245

yields a broad band feature around EB = 5472 eV in the 1s246

spectrum, which shares similarities with the low-EB satellites247

in Ti 1s HAXPES spectra of TiO2 and SrTiO3 [16–18]. Due248

to its overlap with the broad tail of the V 2p1/2, this feature is249

not clearly seen in the V 2p3/2 spectrum [Fig. 1(b)].250

Next, we examine ferromagnetic metallic CrO2. Figure 3251

presents the Cr 1s and 2p XPS spectra calculated by the252

LDA+DMFT AIM and the CrO6 cluster model. The Cr 2p253

experimental HAXPES spectrum is taken from Ref. [29].254

The LDA+DMFT valence-band spectra can be found in Ap-255

pendix A. The Cr 2p3/2 main line (EB ∼ 576 eV) exhibits256

the double-peak feature. Interestingly, the Cr 1s main line257

FIG. 4. (a) Cr 2p XPS spectral intensities calculated by the
LDA+DMFT AIM method with reducing strength of the 2p–3d
core-valence Coulomb multiplet interaction from the ionic values.
(b) The calculated spectra without the spin-orbit coupling (ξ 2p

SOC =
0) on the 2p core orbitals. The spectral intensities are convoluted
with a Gaussian and a Lorentzian of 300 and 250 meV (HWHM),
respectively.

(EB ∼ 5968.5 eV) shows an asymmetric line shape, but not a 258

double-peak feature as in the Cr 2p3/2 spectrum. This is a no- 259

table contrast with VO2 (Fig. 1), as the V 1s and 2p3/2 spectra 260

resemble each other. The LDA+DMFT results reproduce both 261

the Cr 1s and 2p spectra reasonably well. The cluster model 262

incorrectly yields a symmetric single-peak 1s main line and 263

does not reproduce the double-peak feature in the Cr 2p3/2 264

main line (Fig. 3). This suggests the presence of metallic CT 265

contributions in both the Cr 1s and 2p spectra of CrO2 as in 266

the VO2 case. A detailed analysis of the spectra within the 267

CrO6 cluster model can be found in Appendix C. 268

To get insight into the different shapes in the 1s and 2p 269

main line in CrO2, we calculate the 2p spectra with modulat- 270

ing the multiplet coupling between the Cr 2p and 3d electrons 271

in Fig. 4(a). Here, R2p-3d denotes a scaling factor for the 272

multipole part in the Cr 2p-3d interaction in the LDA+DMFT 273

AIM. The 2p-3d core-valence multiplet interaction signifi- 274

cantly influences the 2p3/2 main-line shape. The 2p spectrum 275

with R2p-3d = 0% closely resembles the Cr 1s spectrum in 276

Fig. 3(a). This indicates that the CT screening to the x-ray 277

excited Cr from the rest of the crystal is essentially the same 278

in the 1s and 2p excitations, which is not surprising, given 279

that the hybridization strength of the Cr 3d states with the 280

electron bath is determined in the valence electronic structure 281
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conf. diagonal energies val.
|cd1i 0 0.0

|cd2L1i �CT � Udc -4.7
|cd3L2i 2�CT+Udd � 2Udc -3.8
|cd4L3i 3�CT+3Udd � 3Udc 2.7
|cd5L4i 4�CT+6Udd � 4Udc 14.7
|cd6L5i 5�CT+10Udd � 5Udc 32.3
|cd7L6i 6�CT+15Udd � 6Udc 55.4

Table I. The configuration energies of the final states of the
VO6 cluster model in the eV units.

Fig.3 w1:/home/higashi/project/CrO2/dmft/580K/u5/dc_scan/fll+2/dos_plot

Figure 4. The LDA+DMFT valence spectral intensities for
bulk CrO2. The experimental valence-band XPS spectrum
measured at 150 K is taken from Ref. [15].

reported recently for the Ti 1s XPS spectra of TiO2

and SrTiO3 [10]. Due to its overlap with the broad
tail of the V 2p1/2 line, the non-bonding feature is not
clearly seen in the V 2p3/2 spectrum, Fig. 2(b). The
VO6 single cluster-model result lacks both the nonlocal-
screening shoulder feature and the broad band feature of
non-bonding states, see Fig. 2 and Fig. 3.

Next we examine ferromagnetic metallic CrO2. Fig-
ure 4 shows the LDA+DMFT valence-band spectral in-
tensities, together with the experimental XPS data taken
from Ref. [15]. Figure 5 presents the Cr 1s and 2p XPS
spectra calculated by the LDA+DMFT AIM and CrO6

cluster model. The Cr 2p3/2 main line (EB ⇠ 576 eV)
exhibits a double-peak structure. The importance of
metallic screening for the low-EB peak (EB ⇠ 575 eV)
for the formation of the double peaks was pointed out
in Ref. [15]. Interestingly, we observe that the Cr 1s
main line (EB ⇠ 5958.5 eV) displays an asymmetric line
shape, but not a double-peak feature as in the Cr 2p3/2
spectrum. This is a notable contrast with the VO2 case
(Fig. 2), where the line shapes of the V 1s and 2p3/2 core
levels closely resemble each other. Therefore, we antici-
pate that the Cr 1s spectra provide qualitatively distinct
information from the 2p spectra. The LDA+DMFT AIM

Figure 5. The experimental HAXPES, and the LDA+DMFT
AIM and the CrO6 cluster-model calculations for (a) Cr 1s
XPS and (b) Cr 2p XPS spectra. The spectral intensities
are convoluted with Gaussian of 300 meV and Lorenzian of
250 meV for both 1s and 2p spectra (HWHM).

result reproduce reasonably well both the Cr 1s and 2p
core-level line shape, while the CrO6 cluster model incor-
rectly yields a single symmetric peak 1s main-line and
fails in representing the Cr 2p3/2 double-peak structure.
This discrepancy of the two models suggests the presence
of nonlocal CT effects in the 1s and 2p spectra of CrO2

as in the VO2 case.
To understand the different main-line shapes in the Cr

1s and 2p3/2 spectra, in Fig. 6a, we calculated the Cr
2p spectra with varying the amplitude of the Coulomb
multiplet interaction between the Cr 2p core and 3d
orbitals in the XPS final states. The R2p�3d parame-
ter represents a scaling factor for the multipole part in
the 2p–3d Coulomb interaction wihtin the LDA+DMFT
AIM Hamiltonian. The 2p–3d multiplet interaction sig-
nificantly influences the main line shape. The isotropic
spectrum with R2p�3d = 0% closely resembles the Cr 1s
spectrum (Fig. 5a). The enhanced peak at the low-EB

side (EB ⇠ 575 eV in 2p3/2 and ⇠ 5968.5 eV in 1s) con-
sists of nonlocally-screened final states dominantly while
the high-EB feature (⇠ 576 eV in 2p3/2 and ⇠ 5969.5 eV
in 1s) contains more locally-screened states. The 2p–3d
core-valence multiplet interaction substantially mixes the
two screened final-state wave functions, resulting in the
double-peak structure observed in the Cr 2p3/2 HAXPES

Exp. M. Sperlich et al., Phys. Rev. B 87, 235138 (2013)

CrO2

Main peak: Metallic screening 

Tail : Local ligand screening 

<

T. Yamaguchi, AH, et al.,  
Phys. Rev. B 109, 205143 (2024)

1s HAXPES is suited for studying charge transfer excitations,  
when the 2p core-valence multiplet is effective (Cr, Fe, Mn …)



Result: LDA + DMFT calculationTable of contents

1. Core-level X-ray spectroscopy and DFT-based embedding approach

★ Method. DFT+ dynamical mean-field theory (DMFT)

A. Hariki, T. Uozumi, and J. Kuneš, Phys. Rev. B 96. 045111 (2017) 

A. Hariki, M. Winder, and J. Kuneš, Phys. Rev. Lett. 121, 126403 (2018) 

A. Hariki, M. Winder, T. Uozumi, and J. Kuneš, Phys. Rev. B 101, 115130 (2020)

2. Application to various optical processes and compounds

★ Excitations. XPS, XAS, RIXS ★ Materials. d, f electron systems

★ Physics. Magnetism, valence structure, elementary excitations

K. Higashi, M. Winder, J. Kuneš, and A. Hariki, Phys. Rev. X 11, 041009 (2021)  

D. Takegami, A. Hariki et al., Phys. Rev. X 12, 011017 (2022) 

M. C. Rahn, K. Kummer, A. Hariki, et al., Nat. Commun. 13, 6129 (2022) 

J. Li, A. Hariki et al., Phys. Rev. X 13, 011012 (2023) 

A. Hariki et al., Phys. Rev. Let. 132, 176701 (2024)



Result: LDA + DMFT calculationCore-level x-ray absorption spectroscopy
2

TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3

ωin,kin

X-ray

Material
e- Photoelectron ω,k

- Valence-band XPS (ARPES) 
  directly measure the low-energy states 
- Core-level XPS  
  Site/element specific excitation 

X-ray photoemission spectroscopy: 
4

TABLE II. The values of β and dσ/dΩ at 7.940 keV and 1.487 keV51–53. Because of the parallel geometry with the analyzer along the electric
field vector [see the inset of Fig. 1(a)], we set to θ = 0→ (ϕ undefined), which means the absent of the third term in equation of dσ/dΩ. Where,
θ is the angle between the electrical field and the momentum of the photoelectron and ϕ is the angle between the photon momentum vector
and the projection of the photoelectron momentum vector on the plane perpendicular to the electrical field vector and containing the photon
momentum vector.

hν 7.940 keV 7.940 keV 1.487 keV
Atomic dσ/dΩ (p-pol.) dσ/dΩ (s-pol.) dσ/dΩ
subsell β (10−4 kb) (10−4 kb) (10−2 kb)
Ni 3d 0.37 1.21 1.07 5.20
O 2p 0.10 0.112 0.128 0.47
La 5p 1.48 93.1 11.1 17.3
La 5d 0.91 8.98 3.46 7.06
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FIG. 3. (Color online) (a) Valence-band spectra at hν = 7.940 keV
and 1.487 keV for LNO thin film on different substrates. All spec-
tra are normalized by the area of valence-band after subtracted by
shierly-type background. The main spectral features are labeled as
A-E. (b) The low-EB valence spectra corresponding to the gray-
shadow region in the panel (a). The dashed arrows in hν = 7.940
keV show εxx-dependence of the peaks A and B.

and O in a simple ionic picture. On the other hand, though its
absolute value is overestimated, the Madelung potential anal-
ysis reproduces the εxx-dependence of ∆EB for the La ion well.
Thus the point-charge picture is reasonable for La ions.

Next we investigate the tensile-strain effects on the valence-
band photoemission spectra. As shown in Fig. 3(a), we ob-
serve five characteristic features labeled by A-E at hν = 7.940
keV. According to previous SXPES studies32,35,36, features A
and B are assigned as the anti-bonding states of Ni eg and Ni
t2g orbitals hybridized with O 2p orbitals, respectively. The
bonding and non-bonding states are located at around 2-8 eV
corresponding to features C–E. The valence states around EB

= 0–4 eV, corresponding to A–C, show a systematic tensile-
strain εxx dependence, see Figs. 3(a) and (b), which we will
discuss later. The spectral intensities change between hν =
7.940 keV and 1.487 keV because of the hν dependence of
the photoionization cross-section (dσ/dΩ)51–53. Especially,
the features D and E are enhanced to other features with in-
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FIG. 4. (Color online) Upper two spectra are experimental and calcu-
lated total density of states (DOS) by the LDA calculations valence
spectra at hν = 7.940 keV with p-pol. configuration. The calculated
spectra were obtained by multiplying the Ni 3d, O 2p, La 5p, and
La 5d partial DOS which already taking their respective dσ/dΩ into
account, as shown in Table II. The bottom spectra shows the detail
of the PDOS weights of each elements. All calculated spectra are
multiplied by a Fermi Dirac function at 300 K after the convolutions
with an energy resolution of 250 meV expressed in Gaussian and an
energy-dependent Lorentzian broadening of 200|EB | meV (Ref. [57]
and [58]).

creasing hν from 1.487 to 7.940 keV. To understand the hν
dependence, we evaluate the cross-section51–53

dσ

dΩ
=

σ

4π
[1+β P2(cosθ )+ (γ cos2 θ + δ )sinθ cosϕ)]

for the present experimental geometry. The first two terms and
the third one describes dipolar and nondipolar contributions,
respectively. Table II summarizes the dipole parameter of the
angular distribution (β ) and dσ/dΩ values for each element
at 7.940 keV in and 1.487 keV. The dσ/dΩ value for Ni 3d
and O 2p orbitals decreases from 1.487 keV to 7.940 keV. Re-
markably, the ratio of dσ/dΩ of the La 5p to Ni 3d orbital
is estimated to be ∼77 for 7.940 keV, which is substantially
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Result: LDA + DMFT calculation
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3

ωin,kin

X-ray

Material 4

TABLE II. The values of β and dσ/dΩ at 7.940 keV and 1.487 keV51–53. Because of the parallel geometry with the analyzer along the electric
field vector [see the inset of Fig. 1(a)], we set to θ = 0→ (ϕ undefined), which means the absent of the third term in equation of dσ/dΩ. Where,
θ is the angle between the electrical field and the momentum of the photoelectron and ϕ is the angle between the photon momentum vector
and the projection of the photoelectron momentum vector on the plane perpendicular to the electrical field vector and containing the photon
momentum vector.

hν 7.940 keV 7.940 keV 1.487 keV
Atomic dσ/dΩ (p-pol.) dσ/dΩ (s-pol.) dσ/dΩ
subsell β (10−4 kb) (10−4 kb) (10−2 kb)
Ni 3d 0.37 1.21 1.07 5.20
O 2p 0.10 0.112 0.128 0.47
La 5p 1.48 93.1 11.1 17.3
La 5d 0.91 8.98 3.46 7.06
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FIG. 3. (Color online) (a) Valence-band spectra at hν = 7.940 keV
and 1.487 keV for LNO thin film on different substrates. All spec-
tra are normalized by the area of valence-band after subtracted by
shierly-type background. The main spectral features are labeled as
A-E. (b) The low-EB valence spectra corresponding to the gray-
shadow region in the panel (a). The dashed arrows in hν = 7.940
keV show εxx-dependence of the peaks A and B.

and O in a simple ionic picture. On the other hand, though its
absolute value is overestimated, the Madelung potential anal-
ysis reproduces the εxx-dependence of ∆EB for the La ion well.
Thus the point-charge picture is reasonable for La ions.

Next we investigate the tensile-strain effects on the valence-
band photoemission spectra. As shown in Fig. 3(a), we ob-
serve five characteristic features labeled by A-E at hν = 7.940
keV. According to previous SXPES studies32,35,36, features A
and B are assigned as the anti-bonding states of Ni eg and Ni
t2g orbitals hybridized with O 2p orbitals, respectively. The
bonding and non-bonding states are located at around 2-8 eV
corresponding to features C–E. The valence states around EB

= 0–4 eV, corresponding to A–C, show a systematic tensile-
strain εxx dependence, see Figs. 3(a) and (b), which we will
discuss later. The spectral intensities change between hν =
7.940 keV and 1.487 keV because of the hν dependence of
the photoionization cross-section (dσ/dΩ)51–53. Especially,
the features D and E are enhanced to other features with in-

!"
#$
"%
&#'
()*
+,
-(.
"&
#%
/

0&"1&"2(3"$+2'()$4/
56789 55-:;-5;-:

)*/ ),/  B

 A

LaNiO3
7.940 keV

A

 B

 C

D

 E

 LAO    LSAT
 STO    DSO

Exp.

Total DOS

         LAO
(εxx = -1.02 %)

 Ni 3d  O 2p
 La 5p  La 5dPartial DOS

         DSO
(εxx =  2.39 %)

        LSAT
(εxx = 0.39 %)

         STO
(εxx = 1.46 %)

FIG. 4. (Color online) Upper two spectra are experimental and calcu-
lated total density of states (DOS) by the LDA calculations valence
spectra at hν = 7.940 keV with p-pol. configuration. The calculated
spectra were obtained by multiplying the Ni 3d, O 2p, La 5p, and
La 5d partial DOS which already taking their respective dσ/dΩ into
account, as shown in Table II. The bottom spectra shows the detail
of the PDOS weights of each elements. All calculated spectra are
multiplied by a Fermi Dirac function at 300 K after the convolutions
with an energy resolution of 250 meV expressed in Gaussian and an
energy-dependent Lorentzian broadening of 200|EB | meV (Ref. [57]
and [58]).

creasing hν from 1.487 to 7.940 keV. To understand the hν
dependence, we evaluate the cross-section51–53

dσ

dΩ
=

σ

4π
[1+β P2(cosθ )+ (γ cos2 θ + δ )sinθ cosϕ)]

for the present experimental geometry. The first two terms and
the third one describes dipolar and nondipolar contributions,
respectively. Table II summarizes the dipole parameter of the
angular distribution (β ) and dσ/dΩ values for each element
at 7.940 keV in and 1.487 keV. The dσ/dΩ value for Ni 3d
and O 2p orbitals decreases from 1.487 keV to 7.940 keV. Re-
markably, the ratio of dσ/dΩ of the La 5p to Ni 3d orbital
is estimated to be ∼77 for 7.940 keV, which is substantially

Core levels Valence bands

- Valence-band XPS (ARPES) 
  directly measure the low-energy states 
- Core-level XPS  
  Site/element specific excitation 

X-ray photoemission spectroscopy: 

EF

Unoccupied 
states

Absorption into unoccupied Ni 3d states 
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TABLE I. Epitaxial structure of LNO films on studied substrates. The in-plane lattice mismatch is evaluated by ∆a/a = (asub - aLNO)/aLNO →

100, where asub and aLNO are the pseudo-cubic lattice constants of each substrate and LNO bulk (3.8377 Å), respectively. The lattice constants
for in-plane (afilm) and out-of-plane (cfilm) of LNO films were estimated from x-ray reciprocal space maps in Fig.S1 of the Supprelental
Materials. The epitaxial strain is evaluated by εxx = (afilm - abulk)/abulk → 100 for in-plane strain and εzz = (cfilm - cbulk)/cbulk → 100 for
out-of-plane strain, respectively.

Substrate asub (Å) ∆a/a afilm (Å) cfilm (Å) cfilm/afilm εxx(%) εzz(%)
LAO 3.79 -1.50 3.7986 3.8916 1.025 -1.019 +1.405
LSAT 3.88 +1.10 3.8645 3.8158 0.987 +0.386 -0.291
STO 3.91 +1.75 3.8937 3.7943 0.975 +1.460 -1.130
DSO 3.94 +2.66 3.9294 3.7951 0.966 +2.389 -1.110
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FIG. 1. (Color online) HAXPES spectra of LNO thin films epitaxially grown on LAO, LSAT, STO, and DSO substrates. (a) Wide-EB range,
(b) La 3d5/2, (c) O 1s, and (d) Ni 2p1/2 spectra are shown for different in-plane strains εxx. In the wide spectra, the signals from substrates
such as Sr 3s and Dy 4d are also shown as vertical dashed lines. In La 3d5/2, O 1s, and Ni 2p1/2 core-levels, the midpoints of the lower-EB

slopes are depicted by vertical black solid bars. The peak positions of Ni 2p1/2 satellite structures determined by the gaussian fitting are also
shown. In the panel (a), the experimental geometry in the present HAXPES measurements is illustrated.

culation and density functional theory (DFT) calculation, the
valence state of La, Ni and O ions are investigated. The va-
lence HAXPES spectra near EF show a sharp evolution with
the tensile strain. The contribution of the semicore La 5p to
the valence spectra due to its large cross-section in hard x-ray
regime is identified by a DFT analysis taking the photoioniza-
tion cross-section into account.

LNO thin films with a thickness of ∼25 nm were fabricated

by pulsed laser deposition on the substrates of (001)-oriented
LAO with in-plane lattice mismatch (∆a/a) of -1.50%, LSAT
with ∆a/a = +1.10%, STO with ∆a/a = +1.75%, and DSO
with ∆a/a = +2.66% at a substrate temperature of 700 ◦C un-
der high O2 pressure of 25 Pa, and the crystallinity was con-
firmed by the low energy electron diffraction. Note that the
lattice mismatches of GdScO3 (∆a/a = +3.2%) and NdScO3
(∆a/a = +4.2%) are too large, the lattice relaxation occurs

K. Yamagami et al., Appl. Phys. Lett. 118, 161601 (2021)XPS spectrum in LaNiO3
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TABLE II. The values of β and dσ/dΩ at 7.940 keV and 1.487 keV51–53. Because of the parallel geometry with the analyzer along the electric
field vector [see the inset of Fig. 1(a)], we set to θ = 0→ (ϕ undefined), which means the absent of the third term in equation of dσ/dΩ. Where,
θ is the angle between the electrical field and the momentum of the photoelectron and ϕ is the angle between the photon momentum vector
and the projection of the photoelectron momentum vector on the plane perpendicular to the electrical field vector and containing the photon
momentum vector.

hν 7.940 keV 7.940 keV 1.487 keV
Atomic dσ/dΩ (p-pol.) dσ/dΩ (s-pol.) dσ/dΩ
subsell β (10−4 kb) (10−4 kb) (10−2 kb)
Ni 3d 0.37 1.21 1.07 5.20
O 2p 0.10 0.112 0.128 0.47
La 5p 1.48 93.1 11.1 17.3
La 5d 0.91 8.98 3.46 7.06
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FIG. 3. (Color online) (a) Valence-band spectra at hν = 7.940 keV
and 1.487 keV for LNO thin film on different substrates. All spec-
tra are normalized by the area of valence-band after subtracted by
shierly-type background. The main spectral features are labeled as
A-E. (b) The low-EB valence spectra corresponding to the gray-
shadow region in the panel (a). The dashed arrows in hν = 7.940
keV show εxx-dependence of the peaks A and B.

and O in a simple ionic picture. On the other hand, though its
absolute value is overestimated, the Madelung potential anal-
ysis reproduces the εxx-dependence of ∆EB for the La ion well.
Thus the point-charge picture is reasonable for La ions.

Next we investigate the tensile-strain effects on the valence-
band photoemission spectra. As shown in Fig. 3(a), we ob-
serve five characteristic features labeled by A-E at hν = 7.940
keV. According to previous SXPES studies32,35,36, features A
and B are assigned as the anti-bonding states of Ni eg and Ni
t2g orbitals hybridized with O 2p orbitals, respectively. The
bonding and non-bonding states are located at around 2-8 eV
corresponding to features C–E. The valence states around EB

= 0–4 eV, corresponding to A–C, show a systematic tensile-
strain εxx dependence, see Figs. 3(a) and (b), which we will
discuss later. The spectral intensities change between hν =
7.940 keV and 1.487 keV because of the hν dependence of
the photoionization cross-section (dσ/dΩ)51–53. Especially,
the features D and E are enhanced to other features with in-

!"
#$
"%
&#'
()*
+,
-(.
"&
#%
/

0&"1&"2(3"$+2'()$4/
56789 55-:;-5;-:

)*/ ),/  B

 A

LaNiO3
7.940 keV

A

 B

 C

D

 E

 LAO    LSAT
 STO    DSO

Exp.

Total DOS

         LAO
(εxx = -1.02 %)

 Ni 3d  O 2p
 La 5p  La 5dPartial DOS

         DSO
(εxx =  2.39 %)

        LSAT
(εxx = 0.39 %)

         STO
(εxx = 1.46 %)

FIG. 4. (Color online) Upper two spectra are experimental and calcu-
lated total density of states (DOS) by the LDA calculations valence
spectra at hν = 7.940 keV with p-pol. configuration. The calculated
spectra were obtained by multiplying the Ni 3d, O 2p, La 5p, and
La 5d partial DOS which already taking their respective dσ/dΩ into
account, as shown in Table II. The bottom spectra shows the detail
of the PDOS weights of each elements. All calculated spectra are
multiplied by a Fermi Dirac function at 300 K after the convolutions
with an energy resolution of 250 meV expressed in Gaussian and an
energy-dependent Lorentzian broadening of 200|EB | meV (Ref. [57]
and [58]).

creasing hν from 1.487 to 7.940 keV. To understand the hν
dependence, we evaluate the cross-section51–53

dσ

dΩ
=

σ

4π
[1+β P2(cosθ )+ (γ cos2 θ + δ )sinθ cosϕ)]

for the present experimental geometry. The first two terms and
the third one describes dipolar and nondipolar contributions,
respectively. Table II summarizes the dipole parameter of the
angular distribution (β ) and dσ/dΩ values for each element
at 7.940 keV in and 1.487 keV. The dσ/dΩ value for Ni 3d
and O 2p orbitals decreases from 1.487 keV to 7.940 keV. Re-
markably, the ratio of dσ/dΩ of the La 5p to Ni 3d orbital
is estimated to be ∼77 for 7.940 keV, which is substantially
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Fig. 1: (Color online) XAS (top) and cPES (bottom) spectra calculated within the DMFT approximation for different values of
the core-valence Coulomb interaction Q = 0 (bottom) to Q = 2.5 (top) and different values of the valence Coulomb interaction
U = 0 (leftmost panel) to U = 2.0 (rightmost panel). There are two panels with U = 1.5 either for a metallic ground state (left)
or an insulating ground state (right). The excitation energy ω is given in units of the one-particle band width W . The physical
relevant curves where U ∼ Q are highlighted in red. The thin blue lines in the background show the excitation energies in the
approximation where W = 0. The shaded area shows the spectra multiplied by a factor of 20.

If one increases U (U < Q) the three- (two-) peak struc-
ture in cPES (XAS) remains, but the spectral weight is
shifted.

The XAS for nonzero Q is not directly related to the un-
occupied density of states or IPES. For correlated metals
the coherent quasiparticle peak found in IPES is destroyed
in XAS and replaced by an edge resonance due to the core-
valence interaction. Nonetheless these spectra contain a
wealth of information about correlations and local charge
fluctuation. In order to understand how one can obtain
this information from these spectra, we discuss the full ini-
tial and final-state wave function from a local perspective.
The many-body ground-state wave function (ψ0) can be
written as

ψ0 = αψd0
x2−y2 ,rN+1 + βψd1

x2−y2 ,rN + γψd2
x2−y2 ,rN−1 , (1)

with each term having 0, 1 or 2 electrons at the site where
the core hole will be created and N+1, N or N−1 electrons
in the rest (r) of the solid. The amount of correlations is
related to the local charge fluctuation, which are uniquely
defined by α, β, and γ. The average occupation (〈n〉) is
β2 + 2γ2 = 1, the double occupation is γ2 and the charge

fluctuation defined by the variance of the local occupation
(σ2 = 〈n2〉 − 〈n〉2) is 2γ2. For U = 0 we have α2 = γ2 =
1/4, β2 = 1/2, and σ2 = 1/2. For nonzero U the charge
fluctuation is reduced, and β2 tends to one. It is this local
occupation and its fluctuation, that one can probe with
core level spectroscopy. In order to understand how, one
can look at the many-body final state after the core hole
is created. The different final states (ψi) can be written as

ψi = αiψcd0
x2−y2 ,rN+2 + βiψcd1

x2−y2 ,rN+1 + γiψcd2
x2−y2 ,rN .

(2)

The relation between the charge fluctuation in the
many-body ground state and the cPES (XAS) spectra is
easy to understand in the limit where Q $ W and Q > U .
In this limit the many-body final states consist of three
independent sets with either 0 (αi = 1), 1 (βi = 1) or
2 (γi = 1) electrons on the site of the core hole. The spec-
tral weight of these peaks is by a simple sum rule equal
to the squared occupation numbers α2, β2 and γ2 of the
ground state, the energy of these peaks is related to U and
Q. In cPES the d0

x2−y2 part of the wave function is excited
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entropy, with R being the gas constant and n the number of
ions per unit cell. This, however, does not indicate an unusu-
ally small Debye temperature, but rather implies a significant
electronic or/and magnetic contribution to the heat capacity
at elevated temperatures. The Debye temperature !D esti-
mated from the C vs T curve in the range 2–20 K amounts
to 345"15 K. This value should be considered as a rough
estimation only, since the contributions from electronic and
magnetic subsystems are present in the heat capacity of the
sample at low temperatures. Note that no other appreciable
anomalies besides that at TC are seen in cp vs T in the tem-
perature range studied.

The temperature dependences of the reduced magnetiza-
tion M /H in EuMn0.5Co0.5O3, taken in FC measurements in
various magnetic fields, are shown in Fig. 4. These depen-
dences indicate an evolvement of a ferromagnetic moment at
TC!120 K. The reduced magnetization monotonically in-
creases upon cooling, but shows a tendency to saturate at the
lowest temperatures. The temperature dependence of the
static susceptibility in the paramagnetic range is shown in the
inset of Fig. 4. Since the samples studied were found to be

very sensitive to the minor magnetic fields trapped in a su-
perconducting solenoid of a MPMS SQUID magnetometer
"cf. Tung et al.20#, the measurements in the zero-field-cooled
regime were not possible to perform in a reproducible man-
ner. Instead, we made measurements after cooling in well
defined, either positive or negative, magnetic field "10−4 T.
The results of this study are shown in Fig. 5. The comparison
of these curves clearly reveals the spin-glass-like behavior.

The temperature dependence of the magnetic susceptibil-
ity in the paramagnetic state obeys the Curie–Weiss "CW#
law,

#"T# = #0 +
C

T − !CW
.

Fitting the data yields a temperature independent term #0
=2.2$10−3 emu /mol, the Curie–Weiss constant C=3
K emu /mol, and the Curie–Weiss temperature !CW=88 K.
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FIG. 2. "Color online# The Mn L2,3 XAS spectra of
EuMn0.5Co0.5O3 and the relevant spectra of MnO "Mn2+#, LaMnO3
"Mn3+#, and SrMnO3 "Mn4+#.
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FIG. 3. The temperature dependence of the specific heat of
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FIG. 4. "Color online# The temperature dependences of the re-
duced magnetization of EuMn0.5Co0.5O3 measured in the FC mode
in various magnetic fields. The inset represents the temperature de-
pendence of the inverse magnetic susceptibility in the paramagnetic
state taken at 0.1 T. The straight line is the Curie–Weiss law.
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FIG. 5. "Color online# The temperature dependences of the re-
duced magnetization of EuMn0.5Co0.5O3 taken after cooling in ei-
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especially for the Ni L2 edge. The comparison for the Ni L3
edge is not as good due to saturation effects,19 for which
corrections have not been made here.

In Fig. 9 we show the experimental ratio of the two peaks
in the Ni L2 edge at normal incidence (u590°) as a function
of temperature. Very recently, a similar temperature depen-
dence has also been observed for bulk NiO, using x-ray mag-

netic scattering.34 For comparison we also show in Fig. 9 the
data from neutron-diffraction experiments,35 in which ^M&2,
i.e., the square of the local moment, is probed. Clearly this is
quite different from our XAS results which, as pointed out
above, are a measure of the sum of two contributions,
namely a MLD part which is proportional to ^M2& and an
exchange field part which scales with J^Si .Sj&. It is interest-
ing to note that theoretically one could already expect to find
a different temperature dependence for ^M2& as compared to
^M&2. Within the molecular field theory, the first quantity is
given2 by ^M2&5J(J11!1^M&coth(1/2t), while the second
quantity is given by ^M&25J2BJ

2(J/t), where BJ is the Bril-
louin function and t is the reduced temperature kBT/gmBH .
Their different behavior with temperature is shown in the
inset of Fig. 9, where both curves have been normalized to 1
at T/TN50 and 0 at T/TN51.

Until now we have focused on the L2 edge as far as the
analysis of the experimental data are concerned. Yet, from
the theoretical point of view, we would expect also a similar
polarization and temperature-dependent behavior for the
multiplets of the L3 edge. Applying the same procedure as
done for the L2 edge, we plot in Fig. 10 the ratio between the
L3 main line and its shoulder for the 20 monolayer film at
various temperatures and polarization angles. For high
angles, i.e., close to normal incidence of the light, the data
are quite similar to that of the L2 edge as shown earlier in
Fig. 5. For low angles, however, the L3-edge data are mark-
edly different. This can be attributed to saturation effects,
caused by the fact that, for strong absorbing lines such as the

FIG. 7. Azimuthal angle dependence of the Ni L2-XAS of a 30
monolayer NiO~100! film at T5298 K. The spectra are taken at
normal incidence of the linearly polarized light (u590°) for four
different azimuthal angles (w5245°, 0°, 45°, and 90°). The simi-
larity of the spectra indicates axial symmetry.

FIG. 8. Theoretical and experimental polarization dependence
of the Ni L2,3-XAS of a NiO~100! thin film; ~a! u590°: normal
incidence of the linearly polarized light, i.e., electric vector in
plane, and ~b! u515°: grazing incidence, i.e., electric vector out of
plane. Theoretical spectra ~solid line! are calculated for a Ni 21 ion
in octahedral symmetry with 10 Dq51.65 eV and an exchange field
of 6327 meV, and summed over the ^62,61,61& spin directions.
A Lorentzian lifetime broadening of 0.3 and 0.45 eV has been ap-
plied for the L3 and L2 edges, respectively. Experimental spectra
~dots! are taken from a 20 monolayer NiO~100! film measured at
T5298 K.

FIG. 9. Comparison of temperature-dependent XAS and
neutron-diffraction data. Solid circles: the ratio of the two peaks in
the Ni L2-XAS of a 20 monolayer NiO~100! film (TN5470 K!,
measured at normal incidence (u590°). Open circles: magnetic
moment obtained by neutron diffraction on bulk NiO (TN5520 K!
from Ref. 35. Thin lines are guides to the eye. XAS measures the
quantity ^M2&1J^Si•Sj&, while neutron diffraction probes the
quantity ^M&2. The inset shows, using a mean-field approach, the
theoretically expected different behavior of ^M2& and ^M&2 with
temperature, where both quantities have been normalized to 1 at
T/TN50 and 0 at T/TN51.
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states is less than 10%. The measurements of magnetic sus-
ceptibility and specific heat of the pellet samples indicate
that the compound experiences the transition into the mag-
netically ordered state at TC!120 K. This state exhibits both
ferromagnetic and spin-glass features, the spin-glass compo-
nent showing the first-order metamagnetic phase transitions
in an external magnetic field.

EXPERIMENT

The pellet samples of EuMn0.5Co0.5O3 were prepared by
firing the starting mixture of Eu2O3, Co3O4, and Mn2O3 at
1000 °C and sintering at 1250–1420 °C, with subsequent
cooling to room temperature at the rate of 100 °C /h. Powder
x-ray diffraction analysis shows that all the investigated
samples are single phase. The structure of EuMn0.5Co0.5O3
belongs to the orthorhombically distorted perovskite type.
The oxygen content of the sample as measured by thermo-
gravimetric analysis was found to exhibit a small oxygen
excess so that the chemical formula reads EuMn0.5Co0.5O3.02.
The temperature and field dependences of the magnetization
were measured by a Quantum Design MPMS superconduct-
ing quantum interference device "SQUID# magnetometer.
For measurements in very small magnetic fields, a procedure
of inductive coil demagnetization and compensating fields,
respectively, have been applied. The specific heat data in the
range 2–300 K were obtained with the Quantum Design
PPMS.

To clarify the valence states of Co and Mn ions in
EuMn0.5Co0.5O3, we measured XAS at both the Mn L2;3 and
Co L2;3 edges of EuMn0.5Co0.5O3. The Mn L2;3 and Co L2;3
XAS of EuMn0:5Co0.5O3 were recorded at the Dragon beam-
line of the National Synchrotron Radiation Research Center
in Taiwan with an energy resolution of 0.25 eV at the Co L3
edge "$780 eV#. The CoO single crystals and the MnO
single crystals were simultaneously measured for the Co L2;3
spectra and the Mn L2;3 spectra, respectively, in a separate
chamber to obtain a relative energy reference with 0.05 eV
accuracy. The samples were cleaved in situ at base pressures
in the low 10−10 mbar region to obtain a clean sample sur-
face. The spectra were recorded using the total electron-yield
method.

The Co L2,3 XAS of EuMn0.5Co0.5O3 together with CoO
as a divalent Co reference, EuCoO3 as a low-spin "LS# triva-
lent Co reference, and Sr2CoO3Cl as a high-spin "HS# triva-
lent Co reference14 are shown in Fig. 1. It is known that
XAS, taken at the transition-metal L2;3 edges, are highly sen-
sitive to the valence state: an increase of the valence state of
the metal ion by 1 causes a shift of the XAS L2;3 by 1 or
more eV toward higher energies.15 This shift is due to a final
state effect in the x-ray absorption process. The energy
difference between a 3dn "3d7 for Co2+# and a 3dn−1 "3d6

for Co3+# configuration is !E=E"2p63dn−1→2p53dn#
−E"2p63dn→2p53dn+1#$Upd−Udd$1–2 eV, where Udd is
the Coulomb repulsion energy between two 3d electrons and
Upd is the one between a 3d electron and the 2p core hole. In
Fig. 1, a shift to higher energies by approximately 1.5 eV
from divalent cobalt oxide CoO to both trivalent LS cobalt
oxide EuCoO3 and HS cobalt oxide Sr2CoO3Cl is shown.

The energy position and the spectral shape of
EuMn0.5Co0.5O3 are very similar to those of CoO, indicating
an essentially divalent state of the Co ions in
EuMn0.5Co0.5O3. In fact, the detailed analysis of the Co L2,3
spectral feature of EuMn0.5Co0.5O3 allows one to suggest that
it is very similar to the behavior of LaMn0.5Co0.5O3 annealed
in the temperature range 700–1300 °C, where the combined
experimental and theoretical studies on x-ray absorption
spectra and x-ray magnetic circular dichroism measurements
at the Co L2;3 and the Mn L2;3 edges indicate an essentially
Co2+-Mn4+ valence state. At the increase of annealing tem-
perature, the Co L2,3 spectral feature of LaMn0.5Co0.5O3
transforms in a way that suggests the appearance of Co3+ in
a low-spin state.16,17

For charge balance, we expect essentially a tetravalent
state for the Mn ions in the EuMn0.5Co0.5O3. To confirm
these expectations, the Mn L2;3 XAS were studied. Figure 2
shows the room temperature Mn L2;3 XAS of
EuMn0.5Co0.5O3 together with MnO, LaMnO3, and SrMnO3
"taken from Ref. 18# as divalent, trivalent, and tetravalent
Mn references. A gradual shift to higher energies from MnO
to LaMnO3 and, further, to EuMn0.5Co0.5O3, indicating an
increase of the Mn valence state from 2+ to 3+ and, further,
to 4+, respectively, is seen. The spectral feature of Mn L2,3 of
EuMn0.5Co0.5O3 is the same as that of EuMn0.5Ni0.5O3,19 in
which a Ni2+ /Mn4+ valence state was found from both
Ni L2;3 and Mn L2;3 XAS. The overall Mn L2;3 spectral fea-
ture of EuMn0.5Ni0.5O3 is very similar to that of
LaMn0.5Co0.5O3 with TC=225 K. Thus, the Mn L2;3 XAS
further confirms a Mn4+ state in the LaMn0.5Co0.5O3 phase.

The temperature dependence of the specific heat cp of
EuMn0.5Co0.5O3, shown in Fig. 3, indicates a phase transition
at TC!120 K which is in good agreement with the previ-
ously published magnetization data.13 At room temperature,
the specific heat cp apparently reaches the thermodynamic
limit 3Rn=124.71 J /mol K of the lattice contribution to the
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The metal 2p x-ray-absorption spectra (or L & 3 edges) of 3d transition-metal compounds are calcu-
lated, using atomic multiplet theory with inclusion of the cubic crystal field. A general overview of
the effect of the cubic crystal field on the shape of the 3dt to 2p'3d' ' excitation spectrum is given
for 14 common valencies of 3d transition-metal ions. Comparison to some high-resolution 2p x-
ray-absorption spectra shows excellent agreement, which confirms the validity of the approach.
Possible refinements of the theory, including lower-symmetry calculations and the inclusion of
configuration interaction, are discussed.

I. INTRODUCTION

~„(E„)-)(y(2p)[Xly(3d )) I'~„(E„—E,, ), (2)

where P3&(E) is the unoccupied 3d-projected DOS. The
(projected) DOS is normally calculated using density-
functional theory (DFT). For the description of x-ray
absorption, real-space multiple-scattering (MS) methods,

As a result of the experimental progress in the field of
(soft-) x-ray-absorption spectroscopy (XAS), the attain-
able resolution has improved to its present best value of
1:10000.' The high-resolution 2p x-ray-absorption spec-
tra of transition-metal compounds show a large amount
of structure at the edge, which now can be investigated in
detail. In this paper we present a theoretical analysis of
these spectra, based on atomic multiplet theory with the
inclusion of the cubic crystal field. A similar method has
been used by Yamaguchi et al.

We summarize briefly the general description of the ab-
sorption process to clarify the difference of our approach
with the more common single-particle density of states
(DOS) and multiple-scattering approaches. The x-ray-
absorption cross section is given by

o(E„)-g )(y, (X~)tf )('5(E, +E„EI), —
f

where E„,E;, and Ef are, respectively, the energy of the
photon, the initial state, and the final state. L is the per-
turbation acting on the system, which in this case is the
absorption process of the photon, for which we will use
the dipole approximation. p; and pI are the initial- and
final-state wave functions. In the single-particle DOS ap-
proach, P, is taken as a core state and $& is an empty
state, which is coupled via the dipole selection rules. For
2p x-ray absorption, the dipole-allowed transitions are
2p~3d and 2p~4s, but as transitions to 3d states dom-
inate over transitions to 4s states, the latter will be
neglected. This leads to the expression

which have been shown to be equivalent to DFT, are
also used.

We follow another approach in treating the x-ray-
absorption cross section. Our main assumption is that
for 3d transition-metal compounds, the 3d-3d as well as
the 2p-3d two-particle interactions are most important
for the description of the 2p XAS spectrum. It is these
two-particle interactions which define the ground state of
the transition-metal ion and which split the XAS final
state into a large number of configurations. In the
single-particle DOS approximations, the 3d-3d and 2p-3d
two-particle interactions are not included. Because we
want to calculate them explicitly, we start with the calcu-
lation of the atomic multiplets, thereby neglecting all
solid-state effects. In the atomic approach the 2p XAS
cross section for 3d transition-metal ions is,

cr2 (E ) g ~(QG(3d )o(3)~X~

X/I (2p 3d +')Q(3)) ~ 5(EG+E„EI), —
(3)

where tt)G(3d )Q(3) is the ground state of the 3d multi-
plet in spherical [O(3)] symmetry. P& (2p 3d +')oi3) is
state j in the final-state atomic multiplet spectrum. To
include solid-state effects, a cubic-crystal-field term is
added to the Hamiltonian. The cubic-crystal-field cou-
pling is treated as a free parameter to be varied to obtain
the best fit to experiment. Distortions from cubic sym-
metry are not considered.

In Sec. II we repeat some general aspects of atomic
multiplet theory as far as what is important for partly
filled initial states. In Sec. III we will present an over-
view of the effect of the cubic crystal field on the 3d to
2p 3d + ' excitation for 14 common vacancies of
transition-metal ions. We will use crystal-field strengths
between 0 and 2.5 eV. As examples for the validity of our
method, we will compare the results with some high-
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especially for the Ni L2 edge. The comparison for the Ni L3
edge is not as good due to saturation effects,19 for which
corrections have not been made here.

In Fig. 9 we show the experimental ratio of the two peaks
in the Ni L2 edge at normal incidence (u590°) as a function
of temperature. Very recently, a similar temperature depen-
dence has also been observed for bulk NiO, using x-ray mag-

netic scattering.34 For comparison we also show in Fig. 9 the
data from neutron-diffraction experiments,35 in which ^M&2,
i.e., the square of the local moment, is probed. Clearly this is
quite different from our XAS results which, as pointed out
above, are a measure of the sum of two contributions,
namely a MLD part which is proportional to ^M2& and an
exchange field part which scales with J^Si .Sj&. It is interest-
ing to note that theoretically one could already expect to find
a different temperature dependence for ^M2& as compared to
^M&2. Within the molecular field theory, the first quantity is
given2 by ^M2&5J(J11!1^M&coth(1/2t), while the second
quantity is given by ^M&25J2BJ

2(J/t), where BJ is the Bril-
louin function and t is the reduced temperature kBT/gmBH .
Their different behavior with temperature is shown in the
inset of Fig. 9, where both curves have been normalized to 1
at T/TN50 and 0 at T/TN51.

Until now we have focused on the L2 edge as far as the
analysis of the experimental data are concerned. Yet, from
the theoretical point of view, we would expect also a similar
polarization and temperature-dependent behavior for the
multiplets of the L3 edge. Applying the same procedure as
done for the L2 edge, we plot in Fig. 10 the ratio between the
L3 main line and its shoulder for the 20 monolayer film at
various temperatures and polarization angles. For high
angles, i.e., close to normal incidence of the light, the data
are quite similar to that of the L2 edge as shown earlier in
Fig. 5. For low angles, however, the L3-edge data are mark-
edly different. This can be attributed to saturation effects,
caused by the fact that, for strong absorbing lines such as the

FIG. 7. Azimuthal angle dependence of the Ni L2-XAS of a 30
monolayer NiO~100! film at T5298 K. The spectra are taken at
normal incidence of the linearly polarized light (u590°) for four
different azimuthal angles (w5245°, 0°, 45°, and 90°). The simi-
larity of the spectra indicates axial symmetry.

FIG. 8. Theoretical and experimental polarization dependence
of the Ni L2,3-XAS of a NiO~100! thin film; ~a! u590°: normal
incidence of the linearly polarized light, i.e., electric vector in
plane, and ~b! u515°: grazing incidence, i.e., electric vector out of
plane. Theoretical spectra ~solid line! are calculated for a Ni 21 ion
in octahedral symmetry with 10 Dq51.65 eV and an exchange field
of 6327 meV, and summed over the ^62,61,61& spin directions.
A Lorentzian lifetime broadening of 0.3 and 0.45 eV has been ap-
plied for the L3 and L2 edges, respectively. Experimental spectra
~dots! are taken from a 20 monolayer NiO~100! film measured at
T5298 K.

FIG. 9. Comparison of temperature-dependent XAS and
neutron-diffraction data. Solid circles: the ratio of the two peaks in
the Ni L2-XAS of a 20 monolayer NiO~100! film (TN5470 K!,
measured at normal incidence (u590°). Open circles: magnetic
moment obtained by neutron diffraction on bulk NiO (TN5520 K!
from Ref. 35. Thin lines are guides to the eye. XAS measures the
quantity ^M2&1J^Si•Sj&, while neutron diffraction probes the
quantity ^M&2. The inset shows, using a mean-field approach, the
theoretically expected different behavior of ^M2& and ^M&2 with
temperature, where both quantities have been normalized to 1 at
T/TN50 and 0 at T/TN51.
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states is less than 10%. The measurements of magnetic sus-
ceptibility and specific heat of the pellet samples indicate
that the compound experiences the transition into the mag-
netically ordered state at TC!120 K. This state exhibits both
ferromagnetic and spin-glass features, the spin-glass compo-
nent showing the first-order metamagnetic phase transitions
in an external magnetic field.

EXPERIMENT

The pellet samples of EuMn0.5Co0.5O3 were prepared by
firing the starting mixture of Eu2O3, Co3O4, and Mn2O3 at
1000 °C and sintering at 1250–1420 °C, with subsequent
cooling to room temperature at the rate of 100 °C /h. Powder
x-ray diffraction analysis shows that all the investigated
samples are single phase. The structure of EuMn0.5Co0.5O3
belongs to the orthorhombically distorted perovskite type.
The oxygen content of the sample as measured by thermo-
gravimetric analysis was found to exhibit a small oxygen
excess so that the chemical formula reads EuMn0.5Co0.5O3.02.
The temperature and field dependences of the magnetization
were measured by a Quantum Design MPMS superconduct-
ing quantum interference device "SQUID# magnetometer.
For measurements in very small magnetic fields, a procedure
of inductive coil demagnetization and compensating fields,
respectively, have been applied. The specific heat data in the
range 2–300 K were obtained with the Quantum Design
PPMS.

To clarify the valence states of Co and Mn ions in
EuMn0.5Co0.5O3, we measured XAS at both the Mn L2;3 and
Co L2;3 edges of EuMn0.5Co0.5O3. The Mn L2;3 and Co L2;3
XAS of EuMn0:5Co0.5O3 were recorded at the Dragon beam-
line of the National Synchrotron Radiation Research Center
in Taiwan with an energy resolution of 0.25 eV at the Co L3
edge "$780 eV#. The CoO single crystals and the MnO
single crystals were simultaneously measured for the Co L2;3
spectra and the Mn L2;3 spectra, respectively, in a separate
chamber to obtain a relative energy reference with 0.05 eV
accuracy. The samples were cleaved in situ at base pressures
in the low 10−10 mbar region to obtain a clean sample sur-
face. The spectra were recorded using the total electron-yield
method.

The Co L2,3 XAS of EuMn0.5Co0.5O3 together with CoO
as a divalent Co reference, EuCoO3 as a low-spin "LS# triva-
lent Co reference, and Sr2CoO3Cl as a high-spin "HS# triva-
lent Co reference14 are shown in Fig. 1. It is known that
XAS, taken at the transition-metal L2;3 edges, are highly sen-
sitive to the valence state: an increase of the valence state of
the metal ion by 1 causes a shift of the XAS L2;3 by 1 or
more eV toward higher energies.15 This shift is due to a final
state effect in the x-ray absorption process. The energy
difference between a 3dn "3d7 for Co2+# and a 3dn−1 "3d6

for Co3+# configuration is !E=E"2p63dn−1→2p53dn#
−E"2p63dn→2p53dn+1#$Upd−Udd$1–2 eV, where Udd is
the Coulomb repulsion energy between two 3d electrons and
Upd is the one between a 3d electron and the 2p core hole. In
Fig. 1, a shift to higher energies by approximately 1.5 eV
from divalent cobalt oxide CoO to both trivalent LS cobalt
oxide EuCoO3 and HS cobalt oxide Sr2CoO3Cl is shown.

The energy position and the spectral shape of
EuMn0.5Co0.5O3 are very similar to those of CoO, indicating
an essentially divalent state of the Co ions in
EuMn0.5Co0.5O3. In fact, the detailed analysis of the Co L2,3
spectral feature of EuMn0.5Co0.5O3 allows one to suggest that
it is very similar to the behavior of LaMn0.5Co0.5O3 annealed
in the temperature range 700–1300 °C, where the combined
experimental and theoretical studies on x-ray absorption
spectra and x-ray magnetic circular dichroism measurements
at the Co L2;3 and the Mn L2;3 edges indicate an essentially
Co2+-Mn4+ valence state. At the increase of annealing tem-
perature, the Co L2,3 spectral feature of LaMn0.5Co0.5O3
transforms in a way that suggests the appearance of Co3+ in
a low-spin state.16,17

For charge balance, we expect essentially a tetravalent
state for the Mn ions in the EuMn0.5Co0.5O3. To confirm
these expectations, the Mn L2;3 XAS were studied. Figure 2
shows the room temperature Mn L2;3 XAS of
EuMn0.5Co0.5O3 together with MnO, LaMnO3, and SrMnO3
"taken from Ref. 18# as divalent, trivalent, and tetravalent
Mn references. A gradual shift to higher energies from MnO
to LaMnO3 and, further, to EuMn0.5Co0.5O3, indicating an
increase of the Mn valence state from 2+ to 3+ and, further,
to 4+, respectively, is seen. The spectral feature of Mn L2,3 of
EuMn0.5Co0.5O3 is the same as that of EuMn0.5Ni0.5O3,19 in
which a Ni2+ /Mn4+ valence state was found from both
Ni L2;3 and Mn L2;3 XAS. The overall Mn L2;3 spectral fea-
ture of EuMn0.5Ni0.5O3 is very similar to that of
LaMn0.5Co0.5O3 with TC=225 K. Thus, the Mn L2;3 XAS
further confirms a Mn4+ state in the LaMn0.5Co0.5O3 phase.

The temperature dependence of the specific heat cp of
EuMn0.5Co0.5O3, shown in Fig. 3, indicates a phase transition
at TC!120 K which is in good agreement with the previ-
ously published magnetization data.13 At room temperature,
the specific heat cp apparently reaches the thermodynamic
limit 3Rn=124.71 J /mol K of the lattice contribution to the
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FIG. 1. "Color online# The Co L2,3 XAS spectra of
EuMn0.5Co0.5O3 and the relevant spectra of CoO "Co2+#, EuCoO3
"Co3+ low-spin state#, and Sr2CoO3Cl "Co3+ high-spin state#.
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especially for the Ni L2 edge. The comparison for the Ni L3
edge is not as good due to saturation effects,19 for which
corrections have not been made here.

In Fig. 9 we show the experimental ratio of the two peaks
in the Ni L2 edge at normal incidence (u590°) as a function
of temperature. Very recently, a similar temperature depen-
dence has also been observed for bulk NiO, using x-ray mag-

netic scattering.34 For comparison we also show in Fig. 9 the
data from neutron-diffraction experiments,35 in which ^M&2,
i.e., the square of the local moment, is probed. Clearly this is
quite different from our XAS results which, as pointed out
above, are a measure of the sum of two contributions,
namely a MLD part which is proportional to ^M2& and an
exchange field part which scales with J^Si .Sj&. It is interest-
ing to note that theoretically one could already expect to find
a different temperature dependence for ^M2& as compared to
^M&2. Within the molecular field theory, the first quantity is
given2 by ^M2&5J(J11!1^M&coth(1/2t), while the second
quantity is given by ^M&25J2BJ

2(J/t), where BJ is the Bril-
louin function and t is the reduced temperature kBT/gmBH .
Their different behavior with temperature is shown in the
inset of Fig. 9, where both curves have been normalized to 1
at T/TN50 and 0 at T/TN51.

Until now we have focused on the L2 edge as far as the
analysis of the experimental data are concerned. Yet, from
the theoretical point of view, we would expect also a similar
polarization and temperature-dependent behavior for the
multiplets of the L3 edge. Applying the same procedure as
done for the L2 edge, we plot in Fig. 10 the ratio between the
L3 main line and its shoulder for the 20 monolayer film at
various temperatures and polarization angles. For high
angles, i.e., close to normal incidence of the light, the data
are quite similar to that of the L2 edge as shown earlier in
Fig. 5. For low angles, however, the L3-edge data are mark-
edly different. This can be attributed to saturation effects,
caused by the fact that, for strong absorbing lines such as the

FIG. 7. Azimuthal angle dependence of the Ni L2-XAS of a 30
monolayer NiO~100! film at T5298 K. The spectra are taken at
normal incidence of the linearly polarized light (u590°) for four
different azimuthal angles (w5245°, 0°, 45°, and 90°). The simi-
larity of the spectra indicates axial symmetry.

FIG. 8. Theoretical and experimental polarization dependence
of the Ni L2,3-XAS of a NiO~100! thin film; ~a! u590°: normal
incidence of the linearly polarized light, i.e., electric vector in
plane, and ~b! u515°: grazing incidence, i.e., electric vector out of
plane. Theoretical spectra ~solid line! are calculated for a Ni 21 ion
in octahedral symmetry with 10 Dq51.65 eV and an exchange field
of 6327 meV, and summed over the ^62,61,61& spin directions.
A Lorentzian lifetime broadening of 0.3 and 0.45 eV has been ap-
plied for the L3 and L2 edges, respectively. Experimental spectra
~dots! are taken from a 20 monolayer NiO~100! film measured at
T5298 K.

FIG. 9. Comparison of temperature-dependent XAS and
neutron-diffraction data. Solid circles: the ratio of the two peaks in
the Ni L2-XAS of a 20 monolayer NiO~100! film (TN5470 K!,
measured at normal incidence (u590°). Open circles: magnetic
moment obtained by neutron diffraction on bulk NiO (TN5520 K!
from Ref. 35. Thin lines are guides to the eye. XAS measures the
quantity ^M2&1J^Si•Sj&, while neutron diffraction probes the
quantity ^M&2. The inset shows, using a mean-field approach, the
theoretically expected different behavior of ^M2& and ^M&2 with
temperature, where both quantities have been normalized to 1 at
T/TN50 and 0 at T/TN51.
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states is less than 10%. The measurements of magnetic sus-
ceptibility and specific heat of the pellet samples indicate
that the compound experiences the transition into the mag-
netically ordered state at TC!120 K. This state exhibits both
ferromagnetic and spin-glass features, the spin-glass compo-
nent showing the first-order metamagnetic phase transitions
in an external magnetic field.

EXPERIMENT

The pellet samples of EuMn0.5Co0.5O3 were prepared by
firing the starting mixture of Eu2O3, Co3O4, and Mn2O3 at
1000 °C and sintering at 1250–1420 °C, with subsequent
cooling to room temperature at the rate of 100 °C /h. Powder
x-ray diffraction analysis shows that all the investigated
samples are single phase. The structure of EuMn0.5Co0.5O3
belongs to the orthorhombically distorted perovskite type.
The oxygen content of the sample as measured by thermo-
gravimetric analysis was found to exhibit a small oxygen
excess so that the chemical formula reads EuMn0.5Co0.5O3.02.
The temperature and field dependences of the magnetization
were measured by a Quantum Design MPMS superconduct-
ing quantum interference device "SQUID# magnetometer.
For measurements in very small magnetic fields, a procedure
of inductive coil demagnetization and compensating fields,
respectively, have been applied. The specific heat data in the
range 2–300 K were obtained with the Quantum Design
PPMS.

To clarify the valence states of Co and Mn ions in
EuMn0.5Co0.5O3, we measured XAS at both the Mn L2;3 and
Co L2;3 edges of EuMn0.5Co0.5O3. The Mn L2;3 and Co L2;3
XAS of EuMn0:5Co0.5O3 were recorded at the Dragon beam-
line of the National Synchrotron Radiation Research Center
in Taiwan with an energy resolution of 0.25 eV at the Co L3
edge "$780 eV#. The CoO single crystals and the MnO
single crystals were simultaneously measured for the Co L2;3
spectra and the Mn L2;3 spectra, respectively, in a separate
chamber to obtain a relative energy reference with 0.05 eV
accuracy. The samples were cleaved in situ at base pressures
in the low 10−10 mbar region to obtain a clean sample sur-
face. The spectra were recorded using the total electron-yield
method.

The Co L2,3 XAS of EuMn0.5Co0.5O3 together with CoO
as a divalent Co reference, EuCoO3 as a low-spin "LS# triva-
lent Co reference, and Sr2CoO3Cl as a high-spin "HS# triva-
lent Co reference14 are shown in Fig. 1. It is known that
XAS, taken at the transition-metal L2;3 edges, are highly sen-
sitive to the valence state: an increase of the valence state of
the metal ion by 1 causes a shift of the XAS L2;3 by 1 or
more eV toward higher energies.15 This shift is due to a final
state effect in the x-ray absorption process. The energy
difference between a 3dn "3d7 for Co2+# and a 3dn−1 "3d6

for Co3+# configuration is !E=E"2p63dn−1→2p53dn#
−E"2p63dn→2p53dn+1#$Upd−Udd$1–2 eV, where Udd is
the Coulomb repulsion energy between two 3d electrons and
Upd is the one between a 3d electron and the 2p core hole. In
Fig. 1, a shift to higher energies by approximately 1.5 eV
from divalent cobalt oxide CoO to both trivalent LS cobalt
oxide EuCoO3 and HS cobalt oxide Sr2CoO3Cl is shown.

The energy position and the spectral shape of
EuMn0.5Co0.5O3 are very similar to those of CoO, indicating
an essentially divalent state of the Co ions in
EuMn0.5Co0.5O3. In fact, the detailed analysis of the Co L2,3
spectral feature of EuMn0.5Co0.5O3 allows one to suggest that
it is very similar to the behavior of LaMn0.5Co0.5O3 annealed
in the temperature range 700–1300 °C, where the combined
experimental and theoretical studies on x-ray absorption
spectra and x-ray magnetic circular dichroism measurements
at the Co L2;3 and the Mn L2;3 edges indicate an essentially
Co2+-Mn4+ valence state. At the increase of annealing tem-
perature, the Co L2,3 spectral feature of LaMn0.5Co0.5O3
transforms in a way that suggests the appearance of Co3+ in
a low-spin state.16,17

For charge balance, we expect essentially a tetravalent
state for the Mn ions in the EuMn0.5Co0.5O3. To confirm
these expectations, the Mn L2;3 XAS were studied. Figure 2
shows the room temperature Mn L2;3 XAS of
EuMn0.5Co0.5O3 together with MnO, LaMnO3, and SrMnO3
"taken from Ref. 18# as divalent, trivalent, and tetravalent
Mn references. A gradual shift to higher energies from MnO
to LaMnO3 and, further, to EuMn0.5Co0.5O3, indicating an
increase of the Mn valence state from 2+ to 3+ and, further,
to 4+, respectively, is seen. The spectral feature of Mn L2,3 of
EuMn0.5Co0.5O3 is the same as that of EuMn0.5Ni0.5O3,19 in
which a Ni2+ /Mn4+ valence state was found from both
Ni L2;3 and Mn L2;3 XAS. The overall Mn L2;3 spectral fea-
ture of EuMn0.5Ni0.5O3 is very similar to that of
LaMn0.5Co0.5O3 with TC=225 K. Thus, the Mn L2;3 XAS
further confirms a Mn4+ state in the LaMn0.5Co0.5O3 phase.

The temperature dependence of the specific heat cp of
EuMn0.5Co0.5O3, shown in Fig. 3, indicates a phase transition
at TC!120 K which is in good agreement with the previ-
ously published magnetization data.13 At room temperature,
the specific heat cp apparently reaches the thermodynamic
limit 3Rn=124.71 J /mol K of the lattice contribution to the
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FIG. 1. "Color online# The Co L2,3 XAS spectra of
EuMn0.5Co0.5O3 and the relevant spectra of CoO "Co2+#, EuCoO3
"Co3+ low-spin state#, and Sr2CoO3Cl "Co3+ high-spin state#.
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Result: LDA + DMFT calculationCore-level x-ray spectroscopies in solid

Simpler DFT approach (DFT DOS + core-level) works 
 for noninteracting (weakly correlated) systems Bands, resonances, edge singularities and excitons in core level spectroscopy

Fig. 1: (Color online) XAS (top) and cPES (bottom) spectra calculated within the DMFT approximation for different values of
the core-valence Coulomb interaction Q = 0 (bottom) to Q = 2.5 (top) and different values of the valence Coulomb interaction
U = 0 (leftmost panel) to U = 2.0 (rightmost panel). There are two panels with U = 1.5 either for a metallic ground state (left)
or an insulating ground state (right). The excitation energy ω is given in units of the one-particle band width W . The physical
relevant curves where U ∼ Q are highlighted in red. The thin blue lines in the background show the excitation energies in the
approximation where W = 0. The shaded area shows the spectra multiplied by a factor of 20.

If one increases U (U < Q) the three- (two-) peak struc-
ture in cPES (XAS) remains, but the spectral weight is
shifted.

The XAS for nonzero Q is not directly related to the un-
occupied density of states or IPES. For correlated metals
the coherent quasiparticle peak found in IPES is destroyed
in XAS and replaced by an edge resonance due to the core-
valence interaction. Nonetheless these spectra contain a
wealth of information about correlations and local charge
fluctuation. In order to understand how one can obtain
this information from these spectra, we discuss the full ini-
tial and final-state wave function from a local perspective.
The many-body ground-state wave function (ψ0) can be
written as

ψ0 = αψd0
x2−y2 ,rN+1 + βψd1

x2−y2 ,rN + γψd2
x2−y2 ,rN−1 , (1)

with each term having 0, 1 or 2 electrons at the site where
the core hole will be created and N+1, N or N−1 electrons
in the rest (r) of the solid. The amount of correlations is
related to the local charge fluctuation, which are uniquely
defined by α, β, and γ. The average occupation (〈n〉) is
β2 + 2γ2 = 1, the double occupation is γ2 and the charge

fluctuation defined by the variance of the local occupation
(σ2 = 〈n2〉 − 〈n〉2) is 2γ2. For U = 0 we have α2 = γ2 =
1/4, β2 = 1/2, and σ2 = 1/2. For nonzero U the charge
fluctuation is reduced, and β2 tends to one. It is this local
occupation and its fluctuation, that one can probe with
core level spectroscopy. In order to understand how, one
can look at the many-body final state after the core hole
is created. The different final states (ψi) can be written as

ψi = αiψcd0
x2−y2 ,rN+2 + βiψcd1

x2−y2 ,rN+1 + γiψcd2
x2−y2 ,rN .

(2)

The relation between the charge fluctuation in the
many-body ground state and the cPES (XAS) spectra is
easy to understand in the limit where Q $ W and Q > U .
In this limit the many-body final states consist of three
independent sets with either 0 (αi = 1), 1 (βi = 1) or
2 (γi = 1) electrons on the site of the core hole. The spec-
tral weight of these peaks is by a simple sum rule equal
to the squared occupation numbers α2, β2 and γ2 of the
ground state, the energy of these peaks is related to U and
Q. In cPES the d0

x2−y2 part of the wave function is excited

57004-p3

Bands, resonances, edge singularities and excitons in core level spectroscopy

Fig. 1: (Color online) XAS (top) and cPES (bottom) spectra calculated within the DMFT approximation for different values of
the core-valence Coulomb interaction Q = 0 (bottom) to Q = 2.5 (top) and different values of the valence Coulomb interaction
U = 0 (leftmost panel) to U = 2.0 (rightmost panel). There are two panels with U = 1.5 either for a metallic ground state (left)
or an insulating ground state (right). The excitation energy ω is given in units of the one-particle band width W . The physical
relevant curves where U ∼ Q are highlighted in red. The thin blue lines in the background show the excitation energies in the
approximation where W = 0. The shaded area shows the spectra multiplied by a factor of 20.

If one increases U (U < Q) the three- (two-) peak struc-
ture in cPES (XAS) remains, but the spectral weight is
shifted.

The XAS for nonzero Q is not directly related to the un-
occupied density of states or IPES. For correlated metals
the coherent quasiparticle peak found in IPES is destroyed
in XAS and replaced by an edge resonance due to the core-
valence interaction. Nonetheless these spectra contain a
wealth of information about correlations and local charge
fluctuation. In order to understand how one can obtain
this information from these spectra, we discuss the full ini-
tial and final-state wave function from a local perspective.
The many-body ground-state wave function (ψ0) can be
written as

ψ0 = αψd0
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with each term having 0, 1 or 2 electrons at the site where
the core hole will be created and N+1, N or N−1 electrons
in the rest (r) of the solid. The amount of correlations is
related to the local charge fluctuation, which are uniquely
defined by α, β, and γ. The average occupation (〈n〉) is
β2 + 2γ2 = 1, the double occupation is γ2 and the charge

fluctuation defined by the variance of the local occupation
(σ2 = 〈n2〉 − 〈n〉2) is 2γ2. For U = 0 we have α2 = γ2 =
1/4, β2 = 1/2, and σ2 = 1/2. For nonzero U the charge
fluctuation is reduced, and β2 tends to one. It is this local
occupation and its fluctuation, that one can probe with
core level spectroscopy. In order to understand how, one
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is created. The different final states (ψi) can be written as
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The relation between the charge fluctuation in the
many-body ground state and the cPES (XAS) spectra is
easy to understand in the limit where Q $ W and Q > U .
In this limit the many-body final states consist of three
independent sets with either 0 (αi = 1), 1 (βi = 1) or
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Result: LDA + DMFT calculationCore-level x-ray spectroscopies in solid
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What is Altermagnet? L. Šmejkal et al., Phys. Rev. X 12, 040501 (2022)

Altermagnet: a new class in collinear magnets (w/o spin-orbit coupling)
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Altermagnet: a new class in collinear magnets, split from antiferromagnets   
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What is Altermagnet?

AHN, HARIKI, LEE, AND KUNEŠ PHYSICAL REVIEW B 99, 184432 (2019)

The calculations covered a wide range of U , J parameters
and temperatures, as summarized in the Supplemental Mate-
rial (SM) [18]. While size of the ordered moment varies with
these parameters and among the two methods, the general
observations presented here are shared by all calculations.
Quantitatively, the DMFT and HF electronic structures corre-
sponding to the same ordered moment agree with each other
and as well as with DFT+U calculations, as shown in the SM
[18]. This observation suggests that staggered Weiss field due
to the AFM order, a feature shared by all methods, is the
dominant effect. In the following, we present HF (DMFT)
results for U = 1.7 (1.7) eV and J = 0.2 (0.45) eV at T =
300 (100) K.

III. RESULTS AND DISCUSSION

A. Spin-polarized band structure

In Fig. 1(a), we show the AFM band structure obtained
with DMFT. The band structure throughout the Brillouin zone
(BZ) is spin polarized, giving rise to a spin contrast shown
in Fig. 1(b). Special high-symmetry planes, discussed below,
are an exception where spin-up and spin-down bands are
degenerate. In Fig. 1(c), we present NM and AFM bands
obtained with the HF method. The ordered moment in the
Wannier basis is ≈0.8 µB in both cases. Apart from notice-
able dynamical bandwidth renormalization absent in the HF
spectra, we observe overall a good agreement between the
HF and DMFT results. This suggests that the weak-coupling

A Γ X M Γ Z R A Z

(a)

(b)

(c)

FIG. 1. (a) DFT+DMFT band structure, the spectral function
A↑↑(ω) + A↓↓(ω), along the high-symmetry lines in BZ. (b) The spin
polarization of the band structure is calculated as A↑↑(ω) − A↓↓(ω).
(c) HF band structure: paramagnetic (black) and AFM (↑ red; ↓
blue). The energy is measured from the Fermi level.

HF approach provides a reasonable description of the physics
of RuO2 and we can use its simple structure to analyze the
observed behavior.

Since both Ru1 and Ru2 sites with the antiparallel spin
moments fit in the rutile unit cell, the AFM order does not
affect the translation symmetry. It reduces the point symmetry,
however. The operations connecting the magnetic sublattices
(mapping Ru1 to Ru2), e.g., the 42 screw rotation, belong
no more to the symmetry group. To do so, they must be
augmented with spin inversion. As a result, the AFM band
structure is spin polarized with the two spin channels being
coupled by π/2 rotation. This distinguishes RuO2 from other
antiferromagnets with spin-polarized bands, such as tetrago-
nal CuMnAs [3], where the magnetic sublattices, and thus the
spin-polarized bands, are connected by inversion symmetry.
The spin-up and spin-down bands of RuO2 are degenerate
(cross) along the ka = 0,π planes, which are invariant under
the glide plane xa = 0 connecting the magnetic sublattices.
The same applies for kb = 0,π planes and xb = 0 glide plane.

The spin polarized band structure gives rise to the FS
shown in Fig. 2(b). The deformation of fourfold symmetric FS
in Fig. 2(a) into a pair of two-fold symmetric FS connected
by π/2 rotation and spin inversion can be classified as d-
wave spin-triplet Pomeranchuk instability of the α type in the
notation of Ref. [7]. This type of spin-polarized FS implies a
finite longitudinal spin conductivity σ↑ − σ↓ in the ab plane,
with opposite signs in the (1,1,0) and (1,−1,0) directions,
which vanishes along the crystallographic axes.

FIG. 2. (a) Fermi surface of paramagnetic RuO2 obtained with
HF method. The color codes the atomic polarization (difference of
the Ru1 and Ru2 contributions to the wave function at a given k
point). (b) Spin-polarized Fermi surface of the AFM state. (c) Crys-
tal structure of RuO2 with global, a, b, c, and local coordinates
indicated.
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We present a computational study of antiferromagnetic transition in RuO2. The rutile structure with the
magnetic sublattices coupled with π/2 rotation leads to a spin-polarized band structure in the antiferromagnetic
state, which gives rise to a d-wave modulation of the Fermi surface in the spin-triplet channel. We argue a finite
spin conductivity that changes sign in the ab plane is expected in RuO2 because of this band structure. We analyze
the origin of the antiferromagnetic instability and link it to presence of a nodal line close to the Fermi level.
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I. INTRODUCTION

Antiferromagnetic (AFM) metals have been attracting
much interest recently because of their spintronic applications
based on coupling between magnetic moments and charge
current [1]. While ubiquitous among 3d transition metal
oxides, antiferromagnetism in this group is typical for Mott
insulators rather than metals. Metallic antiferromagnets can be
found either doping Mott insulators as in cuprates, by replac-
ing oxygen with more covalent ligands as in iron pnictides [2]
or CuMnAs [3], or by moving down the periodic table to less
correlated 4d transition metals. Itinerant antiferromagnetism,
with magnetism and transport governed by the same electronic
states, arises usually via the Slater mechanism [4]. Nesting
between parts of the Fermi surface (FS) produces an instabil-
ity that is resolved by an AFM state, which is stabilized by
gapping the nested parts of FS.

The simplest—collinear—antiferromagnets have two mag-
netic sublattices with magnetic moments pointing in oppo-
site directions. Reversing the sublattice magnetization, which
amounts to exchanging the magnetic sublattices, generates
a distinct AFM state which is typically indistinguishable by
macroscopic measurements. This is the case when the mag-
netic sublattices are symmetry connected by a microscopic
translation. In the reciprocal space, this is expressed by the
spin-up and spin-down band structures being identical. Mate-
rials with even number of magnetic atoms in the unit cell allow
AFM ordering without breaking of translation symmetry. The
magnetic sublattices are then connected with some point
group operation and spin-polarized band structure may arise.
The recently studied CuMnAs [3], where magnetic sublattices
are connected by inversion symmetry, is an example of such
an antiferromagnet. However, in this case the spin polarization
cannot be detected by inversion-invariant probes such as spin
conductivity. It would be therefore interesting to have an AFM
material with magnetic sublattices connected by rotation sym-
metry.

In this article, we show that rutile structure is suitable
for this purpose and that ruthenium dioxide RuO2, recently

observed to be a room-temperature antiferromagnet [5,6], is
a rare example of such a material. We report a computational
study of RuO2 using density functional theory plus dynamical
mean-field theory (DFT+DMFT) as well as static Hartree-
Fock (HF) techniques. We find that AFM order in RuO2 leads
to a spin-polarized band structure. The distinct spin-up and
spin-down FSs are rotated by π/2 along the crystallographic
c axis with respect to each other. The AFM order thus can be
viewed as a d-wave Pomeranchuk instability in the spin-triplet
channel [7]. We discuss the experimental implications and
trace the origin of the AFM instability to a nodal line in the
nonmagnetic (NM) band structure located in the vicinity of
Fermi level.

II. COMPUTATIONAL METHOD

Starting from DFT electronic structure in the P42/mnm
structure [5] obtained with WIEN2K package [8], we con-
structed Wannier orbitals spanning the Ru 4d t2g bands
[9,10]. The tight-binding model was augmented by intra-
atomic electron-electron interaction of the Slater-Kanamori
form [11,12]

HU = U
∑

α

nα↑nα↓ +
∑

α>β,σσ ′

(U − 2J − Jδσσ ′ )nασ nβσ ′

+ γ J
∑

α %=β

(c†
α↑c†

β↓cα↓cβ↑ + c†
α↑c†

α↓cβ↓cβ↑ + H.c.),

where the indices α, β run over the orbital flavors on the same
atom, whose site index was dropped for simplicity. The result-
ing Hubbard model was studied with DMFT and HF meth-
ods. The DMFT calculations employed the strong-coupling
continuous-time quantum Monte Carlo method [13–16] and
the density-density approximation (γ = 0) to HU . HF calcu-
lations with spin-orbit coupling (SOC), included a posteriori
to the mean-field Hamiltonian, were performed to determine
the orientation of the local moments in the AFM state. The
impact of SOC on the band structure was found to be only
minor, in line with the conclusions of Ref. [17].
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The calculations covered a wide range of U , J parameters
and temperatures, as summarized in the Supplemental Mate-
rial (SM) [18]. While size of the ordered moment varies with
these parameters and among the two methods, the general
observations presented here are shared by all calculations.
Quantitatively, the DMFT and HF electronic structures corre-
sponding to the same ordered moment agree with each other
and as well as with DFT+U calculations, as shown in the SM
[18]. This observation suggests that staggered Weiss field due
to the AFM order, a feature shared by all methods, is the
dominant effect. In the following, we present HF (DMFT)
results for U = 1.7 (1.7) eV and J = 0.2 (0.45) eV at T =
300 (100) K.

III. RESULTS AND DISCUSSION

A. Spin-polarized band structure

In Fig. 1(a), we show the AFM band structure obtained
with DMFT. The band structure throughout the Brillouin zone
(BZ) is spin polarized, giving rise to a spin contrast shown
in Fig. 1(b). Special high-symmetry planes, discussed below,
are an exception where spin-up and spin-down bands are
degenerate. In Fig. 1(c), we present NM and AFM bands
obtained with the HF method. The ordered moment in the
Wannier basis is ≈0.8 µB in both cases. Apart from notice-
able dynamical bandwidth renormalization absent in the HF
spectra, we observe overall a good agreement between the
HF and DMFT results. This suggests that the weak-coupling

A Γ X M Γ Z R A Z

(a)

(b)

(c)

FIG. 1. (a) DFT+DMFT band structure, the spectral function
A↑↑(ω) + A↓↓(ω), along the high-symmetry lines in BZ. (b) The spin
polarization of the band structure is calculated as A↑↑(ω) − A↓↓(ω).
(c) HF band structure: paramagnetic (black) and AFM (↑ red; ↓
blue). The energy is measured from the Fermi level.

HF approach provides a reasonable description of the physics
of RuO2 and we can use its simple structure to analyze the
observed behavior.

Since both Ru1 and Ru2 sites with the antiparallel spin
moments fit in the rutile unit cell, the AFM order does not
affect the translation symmetry. It reduces the point symmetry,
however. The operations connecting the magnetic sublattices
(mapping Ru1 to Ru2), e.g., the 42 screw rotation, belong
no more to the symmetry group. To do so, they must be
augmented with spin inversion. As a result, the AFM band
structure is spin polarized with the two spin channels being
coupled by π/2 rotation. This distinguishes RuO2 from other
antiferromagnets with spin-polarized bands, such as tetrago-
nal CuMnAs [3], where the magnetic sublattices, and thus the
spin-polarized bands, are connected by inversion symmetry.
The spin-up and spin-down bands of RuO2 are degenerate
(cross) along the ka = 0,π planes, which are invariant under
the glide plane xa = 0 connecting the magnetic sublattices.
The same applies for kb = 0,π planes and xb = 0 glide plane.

The spin polarized band structure gives rise to the FS
shown in Fig. 2(b). The deformation of fourfold symmetric FS
in Fig. 2(a) into a pair of two-fold symmetric FS connected
by π/2 rotation and spin inversion can be classified as d-
wave spin-triplet Pomeranchuk instability of the α type in the
notation of Ref. [7]. This type of spin-polarized FS implies a
finite longitudinal spin conductivity σ↑ − σ↓ in the ab plane,
with opposite signs in the (1,1,0) and (1,−1,0) directions,
which vanishes along the crystallographic axes.

FIG. 2. (a) Fermi surface of paramagnetic RuO2 obtained with
HF method. The color codes the atomic polarization (difference of
the Ru1 and Ru2 contributions to the wave function at a given k
point). (b) Spin-polarized Fermi surface of the AFM state. (c) Crys-
tal structure of RuO2 with global, a, b, c, and local coordinates
indicated.
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by C3 are identical, while those for −L have opposite
sign following the Onsager relation ΔFðω;−L;−mÞ ¼
−ΔFðω;L;mÞ. The shape of the domain-averaged [75]
spectra ΔFavgðωÞ ¼ ð

P
5
p¼0ð−1ÞpwpÞΔFðωÞ is identical to

the single domain one, while the amplitude reflects the
imbalance of the weights wp of the odd-p and even-p
domains caused by cooling in the magnetic field. The large
reduction factor suggests that this imbalance is only
moderate.
Thanks to the localized nature of the core states, the

x-ray optical conductivity is the sum of contributions from
distinct atomic sites: σαβ ¼ σAαβ þ σBαβ. For the Néel vector
L in the c plane of α-MnTe, the sublattices A and B are
connected by the relativistic C2t½ symmetry leading to
σAyx ¼ σByx, σAzy ¼ −σBzy, and σAxz ¼ −σBxz. Site-resolved con-
tributions to XMCD calculated for mA ¼ −mB along
½11̄00& are shown in Figs. 3(a) and 3(b). There are two
types of site contributions to XMCD. For light propagating
parallel to the local moment, kkL, the individual site
contributions are large, and only weakly dependent on the

moment orientation, see SM [48]. This corresponds to the
common application of XMCD in ferromagnets measuring
the projection of m to the light propagation vector k. For
mA ¼ −mB in the c plane it contributes to σAzy ¼ −σBzy and
σAxz ¼ −σBxz elements and thus yields zero net effect. The
second contribution is found for light propagating along the
c axis, i.e., perpendicular to the local moments (k⊥L).
This effect is more than an order of magnitude weaker than
the kkL dichroism, but since it contributes to σyx, the
identical contributions of the two sublattices add up to a net
XMCD. Unlike the kkL dichroism, the k⊥L contribution
strongly depends on the orientation of L. It changes sign
upon L → −L and vanishes for Lk½112̄0&, since the
corresponding magnetic point group mmm implies that
all Hall vector components are zero.
CantingmA andmB toward the c axis leads to a finite net

magnetization m parallel to the light propagation vector k.
This gives rise to a per-atom contribution to XMCD that is
equal to the kkL spectra of Fig. 3 scaled by a factor
jmj=msat, where msat ≈ 5.0 μB is the amplitude of the local
moment on Mn. The estimated jmj of 10−3–10−4 μB in the
zero applied field leads to a factor of 2 × 10−4–2 × 10−5,
which makes the weak-ferromagnetic contribution negli-
gible compared to the k⊥L contribution. Since T -related

FIG. 3. The Mn site-resolved contributions to XMCD calcu-
lated by the LDAþ DMFT AIM for the Néel vector Lk½11̄00&
and the light propagation vector k⊥L (a) and kkL (b). (c) A
cartoon view along the c axis of the possible domain structure
with the six easy-axis orientations of L. The domains with even
labels (red) contribute ΔFðωÞ with positive prefactor, the odd
ones (blue) with negative prefactor. The red and blue dots indicate
the positive and negative orientation of the out-of-plane mag-
netization m. (d) The out-of-plane canting of the moments in 6 T
applied field does not strongly depend on the domain’s L. (The
domain sizes and shapes were chosen randomly and are not
intended to have physical meaning).
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FIG. 2. (a) Mn L2;3-edge spectra in theory (black) and experi-
ment (red dotted) for light propagating along the c axis. Top:
XAS. Middle: XMCD in zero field after cooling in 6 T. Bottom:
measured XMCD in the applied field of 6 T (red dotted),
calculated XMCD for k parallel to the magnetic moment scaled
by m6T=msat ≈ 1=50 (black). (b) XMCD after cooling in the
opposite fields.
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FIG. 4. XMCD spectromicroscopy across the Mn L2,3 edges. (a) A zoomed region of the lamella (corresponding to the box in
Figure 3(c)) is shown for 9 energies across the L3 edge, across which the contrast can be seen to switch eight times. Note that
lower contrast is observed for energies on the absorption edge (641.4 eV and 641.8 eV) that is likely due to high absorption of
the sample. (b) The same region is shown for three energies across the L2 edge, where the contrast can be seen to switch twice.
(c) The X-ray absorption spectrum (solid line) and the XMCD spectrum (dashed line) acquired on a single domain within
the lamella are plotted, along with the XMCD contrast extracted from the images shown in (a,b) (black dots, highlighted
by green and purple arrows). (d) Schematic of the expected contrast of (left) surface and (right) bulk altermagnetic order in
transmission. The quantitative agreement of the XMCD signal with DFT calculations presented in [27] indicates the bulk-like
nature of the altermagnetic order.

Néel vector in the antiferromagnetic domains typically
orients [52, 53]. The two antiferromagnetic sublattices
of MnTe are related by mirror symmetry, rather than a
simple translation or inversion. As a result, the two do-
mains are related by time reversal symmetry, satisfying
the symmetry classification of altermagnetism.

Quantitative measurements of the XMCD signal
through the thickness of the lamella were obtained with
scanning transmission X-ray microscopy (STXM) at the
MAXYMUS beamline at BESSY II. The STXM setup
is shown schematically in Figure 3(a). X-ray optics are
used to focus the X-ray probe to a spot size of 25 nm.
The sample is then scanned with respect to the beam,
and the transmitted photons recorded at each point. By
performing scans with circular left and right polarised
light in the vicinity of the Mn L2,3 edges, one can obtain
a projection of the XMCD signal with nanoscale resolu-
tion, that integrates through the thickness of the lamella

parallel to the c-axis of MnTe. Measurements were per-
formed at a temperature of 100 K, su!ciently below the
Néel temperature of 307 K, where both XMCD and AHE
signals have previously been measured [22, 27, 28]

The presence of XMCD in the lamella was confirmed
by performing XMCD STXM with an X-ray energy of
640.30 eV, 0.75 eV below the energy corresponding to
maximum absorption at the Mn L3 absorption edge.
The electronic and XMCD images of the MnTe lamella
are given in Figure 3(b) and (c), respectively (see Ap-
pendix for details of XMCD calculation). In the XMCD
image, one can immediately see bright and dark XMCD
contrast varying throughout the lamella.
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IV. XMCD SPECTROSCOPIC ANALYSIS

To determine whether our observed XMCD signal is
associated with altermagnetic order, we perform XMCD
spectro-microscopy across the Mn-L2,3 edges, following
the energy evolution of the XMCD contrast of the do-
main features. A series of XMCD projections of a zoomed
region of the lamella taken across the L3 and L2 edges
are shown in Figure 4(a) and (b), respectively. As one
traverses both edges, one can see the domain features
changing contrast a total of eight times across the L3

edge, and twice across the L2 edge, consistent with the
oscillating contrast of altermagnetic order in MnTe [27].
An XMCD spectrum, measured in a single domain re-
gion with an energy step size of 0.05 eV in the vicinity
of the L2,3 edges is plotted with a dashed line in Figure
4(c) alongside the absorption spectrum (solid line), and
confirms this oscillating signal. We can extract XMCD
signals from the set of images measured across the edge
by comparing the signal within domains of opposite con-
trast. This XMCD contrast is calculated quantitatively
as a percentage of the maximum absorption of the mate-
rial at the L3 edge, defined as Amax in Figure 4(c), and is
plotted alongside the spectrum in Figure 4(c). Not only
does the XMCD contrast qualitatively agree with spectra
calculated with DFT, with the XMCD contrast exhibit-
ing nine peaks of alternating sign across the L3 edge [27]:
a remarkable agreement is observed in the quantitative
signal as well. Indeed, previous spectroscopic measure-
ments reported an order of magnitude di!erence between
the magnitude of the predicted, and measured altermag-
netic XMCD signal [27]. Here, we observe a maximum
XMCD contrast of 1.8 ± 0.3% of Amax, the maximum
absorption, which agrees well with the predicted XMCD
contrast of 1.8% of Amax [27].

This quantitative agreement between the theoretical
calculations of XMCD, and the spectra measured here
allows us to draw two main conclusions. First, by mea-
suring the spectrum with nanoscale spatial resolution, we
remove the e!ect of averaging over domains, and instead
can extract a signal that can be quantitatively compared
with theory. Second, the quantitative agreement between
our data and the DFT calculations, when compared to
the absorption of the material, allows us to determine
whether the XMCD signal originates from ordering at
the surface of the sample or exists through the bulk of
the lamella. Indeed, if we consider the two cases of a sur-
face altermagnetic order, and a bulk altermagnetic order,
shown schematically in Figure 4(d), a large discrepancy
in the measured value of the XMCD would be expected.
For a surface e!ect, where we assume the surface order
to be limited to the order of 10 nm of the surface, the
XMCD signal would be expected to less than 0.2% of
the total absorption of the sample. For the bulk order,
and a continuous domain through the sample, the XMCD
signal should correspond to approximately 1-2% of the
total absorption, as we observe here. As a result, we can
conclude that in our crystalline MnTe sample, the alter-

magnetic order exists in the bulk of the lamella of 200 nm
thickness.

V. ALTERMAGNETIC CONFIGURATION

Having confirmed that the bulk MnTe exhibits alter-
magnetic order, we next consider the domain configura-
tion present in the lamella. As observed in Figure 3(c),
a number of regions with bright and dark XMCD can
be observed. In MnTe, the XMCD is closely linked to
the symmetry of the magnetic order. In particular, the
XMCD is expected to vary as a function of the orientation
of the Néel vector in the ab plane and exhibit three-fold
rotational symmetry [28], as shown schematically in the
inset of Figure 5(b). As a result, a change in XMCD
contrast indicates a rotation of the Néel vector, and the
formation of altermagnetic domains.

A. Altermagnetic domains

We first consider the overall configuration of the
lamella, which appears to host a rather complex domain
structure. Notably, the domain size is generally on the
order of micrometres in size. This is significantly larger
than the domains observed in thin films grown by MBE
[28], and could be due to the di!erence in microstructure
or strain between the single crystal lamella measured here
and the thin films. Indeed, in our lamella, we notice that
the domain size varies between the centre of the lamella
– where the domains are relatively large, on the order
of 5 µm – and the edges, where smaller domains on the
order of 1µm form. To understand this variation in the
size of the domains, we can consider two main di!erences
between the edge and the center. First, the presence of
surface e!ects such as slight di!erences in the strain dis-
tribution, that have been shown to influence antiferro-
magnetic [54, 55] and altermagnetic configurations [28].
Secondly, due to the fabrication process, the edges of the
lamella are more likely to contain defects. As in an anti-
ferromagnet, strain, disorder or structural defects often
lead to the formation of domains that otherwise would
not be energetically favourable [56]. We therefore con-
clude that both edge-strain e!ects, and microstructural
defects could play a role in determining the size of the
altermagnetic domains.

In addition to the change in the size of the domains,
we note that the XMCD is not a homogeneous bright or
dark contrast throughout the sample - which would be
associated with the Néel vector aligning along the three
easy axes in the ab plane. The presence of the interme-
diate grey contrast could be consistent with either the
orientation of the Néel vector pointing away from a prin-
cipal axis [27], consistent with a low anisotropy in the
plane, and the smooth variation of the magnetic moment
orientations. Alternatively, as we are integrating through

Our DFT+DMFT calculation
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Fig. 1. Mapping of the altermagnetic order vector in MnTe. a, Unit cell of α-MnTe with a spin-
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regions leaving it unchanged to produce the six-colour L-vector map. In the XMLD and full vector map,

coloured segments indicate the magnetic easy axes oriented along the 〈11̄00〉 crystallographic directions.

c-e, XMCD-PEEM and XMLD-PEEM, and full vector map respectively, of a 25 µm2 region of unpatterned

MnTe film. f, An expanded view of a ∼ 2 µm2 region in which a vortex-antivortex pair is identified. The

vortex-antivortex core positions are highlighted by the magenta-white and cyan-white circles, respectively.

The combination of XMLD-PEEM and XMCD-PEEM imaging allows for unambiguous determination of the

helicity of the swirling textures of the altermagnetic order vector, indicated by the six colours and overlaid

vector plot.
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