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● Basics of Variational and Green Function Monte Carlo
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Outline

● Practical Tips for QMC calculations (software etc…)

● Introductions: Why QMC is needed?
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Outline

● Introductions: Why QMC is needed?
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Reliability of Density Functional Theory (DFT)

Based on electron density:

Kohn-Sham equation

Solving the eq. (SCF)

(one-particle description)

Depending on a functional we choose (e.g., LDA, PBE, meta-GGA, etc…)

Biggest drawback:
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Solving the many-body Schrödinger eq. without the one-particle approximation.

QMC suffers from error bars intrinsic in the method. However, supercomputers such 

as Fugaku nowadays allow one to study realistic materials (e.g., perovskites).

It does not need the exchange-correlational functional in the framework.

Evaluating by MCMC. Minimizing the variational 
parameters 𝛼𝑘 such that the total energy goes down.

Variational Monte Carlo Method

The exact solution with a given nodal surface

Projectiong out the ground state from a given trial wavefunction.

with a chosen ansatz

VMC GFMC/DMC

Ab initio Quantum Monte Carlo (QMC)

Green Function Monte Carlo Method



Applications of QMC in materials science
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Molecular Crystals
Unconventional Superconductors

Liquid and Solid hydrogens at high pressures Hydrides superconductors at high pressures 

La supraconductivité par couplage électron-phonon
Michele Casula Insulator-to-metal transition in YbH2

24

Remarkable progress 

in high-pressure physics

2019: hydrogen metallization 

at 425 GPa (arXiv 1906.05634, Loubeyre et al.)

Wigner-Huntington transition at high pressure

Holy Graal in hydrogen physics, still debated result.
(1) There is a sharp drop in resistivity with cooling, indicating a

phasetransformation.Themeasured minimum resistanceisat least as
low, , 102 11 ohm m—about two orders of magnitude less than for
pure copper (Fig. 1, Extended Data Fig. 3e) measured at the same
temperature19. (2) A strongisotopeeffect isobserved:Tcshiftsto lower

temperatures for sulfur deuteride, indicating phonon-assisted super-
conductivity (Fig.2b,c).TheBCStheorygivesthedependenceof Tcon
atomicmassm asTc / m2 a, wherea < 0.5. Comparison of Tc values
in thepressurerangeP. 170GPa(Fig. 2c) givesa < 0.3. (3) Tc shifts
to lower temperatures with available magnetic field (B) up to 7 T
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Figure 2 | Pressureand temperatureeffectson Tc of sulfur hydrideand
sulfur deuteride. a, Changesof resistanceand Tc of sulfur hydridewith
temperatureat constant pressure—theannealing process. Thesamplewas
pressurized to 145 GPaat 220 K and then cooled to 100 K. It wasthen slowly
warmed at , 1 K min2 1; Tc 5 170 K wasdetermined. At temperaturesabove
, 250K theresistancedroppedsharply,andduringthenext temperaturerun Tc

increased to , 195 K. ThisTc remained nearly thesamefor thenext two
runs. (Wenotethat theonly point for sulfur deuteridepresented in ref. 9 was
determined without sampleannealing,andTc would increaseafter annealingat
room temperature.) b, Typical superconductivesteps for sulfur hydride

(bluetrace) and sulfur deuteride(red trace). Thedatawereacquired during
slow warming over a timeof several hours. Tc isdefined hereas thesharp
kink in thetransition to normal metallic behaviour. Thesecurveswere
obtained after annealingat room temperatureasshown in a. c, Dependenceof
Tc on pressure; data on annealed samplesarepresented. Open coloured
pointsrefer to sulfur deuteride, and filled pointsto sulfur hydride. Datashown
asthemagentapoint wereobtained in magnetic susceptibility
measurements (Fig. 4a). The lines indicate that theplotsareparallel at
pressuresabove, 170GPa(theisotopeshift isconstant) but stronglydeviateat
lower pressures.
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Figure 1 | Temperaturedependenceof the resistanceof sulfur hydride
measured at different pressures, and thepressuredependenceof Tc. a,Main
panel, temperaturedependenceof the resistance(R) of sulfur hydrideat
different pressures. Thepressurevaluesare indicated near thecorresponding
plots. At first, thesamplewas loaded at T < 200 K and thepressurewas
increased to , 100 GPa; thesamplewas then cooled down to 4 K. After
warming to , 100 K, pressurewasfurther increased. Plotsat pressures , 135
GPahavebeen scaled (reduced) asfollows—105GPa,by10times;115GPaand
122 GPa, by 5 times; and 129 GPaby 2 times—for easier comparison with the
higher pressuresteps. Theresistancewasmeasured with a current of 10 mA.
Bottom panel, theresistanceplotsnear zero.Theresistancewasmeasured with
four electrodesdeposited on a diamond anvil that touched thesample(top
panel inset). Thediametersof thesampleswere, 25mm and thethicknesswas

, 1 mm. b, Blueround pointsrepresent valuesof Tc determined from a. Other
bluepoints (trianglesand half circles) wereobtained in similar runs.
Measurementsat P. , 160GParevealedasharp increaseof Tc. In thispressure
rangetheR(T) measurementswereperformed over alarger temperaturerange
up to 260 K, thecorresponding experimental points for two samplesare
indicated by adding apink colour to half circlesand a centred dot to filled
circles. Thesepointsprobably reflect a transient state for theseparticular P/T
conditions.Further annealingof thesampleat room temperaturewouldrequire
stabilizing thesample(Fig. 2a). Black starsarecalculations from ref. 10. Dark
yellow pointsareTc valuesof puresulfur obtained with thesamefour-probe
electrical measurement method. They areconsistent with literaturedata30

(susceptibility measurements) but havehigher valuesat P . 200 GPa.
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Hydrogen intercalation with pnictogens or chalcogens:

effective chemical pressure

2015: conventional superconductivity

at 203 K and 150 GPa in H3S (Nature 525, 73)

Critical temperature higher than Hg-based cuprates!

A. Zen,  PNAS. 115, 1724-1729 (2018)

Two-dimensional compounds 
(graphene, BN, TMDCs)

M. Casulla et al., Phys. Rev. B 88, 155125 (2013)
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FIG. 1. Representat ion of the hydrogen st ructures considered for the low temperature and high-pressure phase diagram of

this work. In pink the posit ion of atoms computed without quantum fluctuat ions, in background green the cent roid posit ions

account ing for quantum dispersion. a and b are layered st ructures (only one layer reported), while c and d are 3D st ructures

for which we plot an isomet ric project ion. a: C2/ c-24[7] (one layer). This is the candidate for phase I I I . After the relaxat ion

with quantum dispersion within DFT-BLYP, the C2/ c-24 becomes unstable above 320GPa and t ransits spontaneously into

an hexagonal P62/ c-24 (depicted in light green). b: Cmca-12[7] (one layer). This is the candidate for phase VI. c: Cmca-4

Molecular metallic hydrogen. Black lines indicates second neighbor atoms, separated along the out -of-plane axis. d: Cs-IV.

Atomic metallic hydrogen: the room-temperature superconduct ive phase. Here the cent roid posit ions are fixed by symmet ries,

the only parameter relaxed by quantum effects is the unit cell shape (the tet ragonal c/ a rat io).

perfect candidate for phase VI, further support ing the

experimental observat ion of Loubeyre et al [16]. The iso-

tope subst itut ion (deuterium) modest ly affects the tran-

sit ion pressure by shift ing it to 440(30) GPa. While the

isotope shift is inside the stochast ic error for absolute

pressure, the relat ive error of our calculat ion between

hydrogen and deuterium is smaller and about 10GPa, so

it is significant . Previous theoret ical simulat ions on the

reflect ivity and IR absorpt ion on phase I I I[21, 37] deter-

mined that the band-gap closes at 380GPa, in very good

agreement with experiments[23]. Thus hydrogen first ly

undergoes a metallizat ion through indirect band-gap clo-

sure occurring in phase I I I, then it t ransforms into a new

molecular metallic phase VI at 425GPa.

In our phase diagram, the t ransit ion towards an atomic

metallic phase is located at a much higher pressure, i.e.

at 577(15) GPa, more than 120GPa above the transit ion

pressure predicted by previous calculat ions[17]. The iso-

tope shift of this t ransit ion is even bigger, as deuterium

transit to its atomic metallic state at 640(14) GPa. This

important difference is mainly due to the contribut ion of

the anharmonic nuclear quantum mot ion. Anharmonic-

ity modify the structure of all molecular phases, st retch-

ing the molecular bonds and softening the H2 molecular

Y. Kamihara, et al.: JACS 130 (2008) 3296.
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L. Monacelli et al., Nat. Phys. 19, 845-850 (2023) R. Taureau, et al., npj Comput. Mater. 10, 56 (2024)

Y. Nikaido, et al., J. Phys. Chem. C 126, 6000-6007 (2022)

https://doi.org/10.1021/acs.jpcc.1c10943


e.g., the most stable polymorph of BN ?

- DFT-LDA    cBN (agree with Solozhenko et al. experiment)

- RPA               cBN (agree with Solozhenko et al. experiment)

- CCSD(T) hBN (agree with Corrigan et al. and Fukunaga experiments)

- QMC (DMC) hBN (agree with Corrigan et al. and Fukunaga experiments)
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Y. Nikaido, et al., J. Phys. Chem. C 126, 6000-6007 (2022)
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e.g., Lattice constant at 0 K by QMC
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● DMC shows the best performance, ~ 0.3 % accuracy.

● VMC predicts it with ~ 0.5 % accuracy.

K. Nakano*, et al., J. Chem. Phys. 159, 224801 (2023)
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Outline

● Variational Monte Carlo (VMC)

● Green Function Monte Carlo (GFMC)

● Basics of VMC and GFMC
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Why is Monte Carlo needed for physics?

The Monte Carlo method is a general term referring to a method exploiting random numbers.

Estimation of 𝜋 Scatter points randomly and count the number of points inside the circle.

The more random numbers are generated, the more accurate estimation we get (Important point!!)

(Uniform distribution)
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Why is Monte Carlo needed for ab initio?

Requires 3N-dimentional integrals
(N: # of 

electrons)

In ab initio Quantum Monte Carlo framework:

Analytical Integration? 

Numerical integration?

Impossible because the functional form of a WF is complicated.

Very inefficient for a high-dimensional integration (N > 5).

(quadrature)

No choice but to do it stochastically. Monte Carlo Integral.



What we need to estimate E (total energy)?

Local energy 

If one can generate electron coordinates (𝑋) according to

Then, the total energy is the mean of the local energy

12

3N-dim. electron coordinates



What we need to estimate E (total energy)?

Local energy 

If one can generate electron coordinates (𝑋) according to

Then, the total energy is the mean of the local energy

13

3N-dim. electron coordinates

with an error bar!!



Zero-Variance Zero-Bias property
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The local energy has an essential property, Zero-Variance Zero-Bias property.

If one finds the exact ground-state WF (zero-bias), the MCMC gives the value without 

statistical uncertainty (zero-variance). -> Smaller error bar with a better WF. 

because is an eigenstate of  
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What is Markov Chain Monte Carlo (MCMC)?

Markov chain Monte Carlo (MCMC) allows us to compute 3N-dimentional 

integrals very efficiently using random numbers.

Bayesian statistics, condensed matter physics, computational finance …Applied in:

Markov chain Monte Carlo (MCMC) methods create samples from a 

continuous random variable, with a target probability density.

according to



16The computation is spent on decreasing the error bar of the estimation.

The statistical error (𝜎) is inversely proportional to the number of samples (𝑀).  

Walker (MCMC)

Suitable for exa-scale supercomputers

𝜎 ∝
1

𝑀

Local energy 



QMC makes the most of exascale computers.
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(Moore's law)

However, DFT does not scale due to the 
difficulties of parallelization (Amdahl’s law). 

TOP500 supercomputers
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The parallelization efficiency of QMC is 100 % 
because it relies on MCMC, making the most 
of the power of exascale computers.

The complexity of QMC is O(M3), where M is the 
number of electrons in a system.

(in 10 years: triple; in 20 years: 10 times; in 30 years: 30 times.)

From Wikipedia

Fugaku (JP)

Frontier (US)

The computer power grows exponentially.
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Variational Principle → Variational Monte Carlo

Variational principle

This integral is evaluated using the MCMC method.

Variational parameters are updated!
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Variational Principle → Variational Monte Carlo

Variational principle

This integral is evaluated using the MCMC method.

Variational parameters are updated!

● How to parametrize the WF?

● How to optimize the WF?

but…



● How to parametrize the WF?
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Two questions

● How to optimize the WF?



The common choice of WF: Slater determinant

21

Slater determinant (SD): the most straightforward ansatz. The solution of Hartree-Fock.

should be anti-symmetric under exchange of electrons. (positions and spins)

where is k-th molecular orbital (MO). MOs are expanded by atomic orbitals (AOs)  

are (variational) parameters. 

Otherwise, optimization makes the WF bosonic.



Slater determinant lacks two correlations

The electron correlation is defined as the difference between the exact and HF solutions.

The correlations are categorized as: 

- Dynamical correlation

- Static correlation

22

When two electrons approach each other, the Coulomb repulsion is 
diverse (+∞). The divergence should be compensated by an equal 
and opposite divergence in the kinetic term (cusp condition).

When a single electronic configuration (i.e., a single Slater determinant) 
is insufficient to describe a quantum system accurately because multiple 
configurations have comparable importance. 

(e.g., Van der Waals force)

(e.g., 3d-transition metals)

A

A’



Wavefunction ansatz considering correlations

23

One can employ any functional form as far as the antisymmetricity is satisfied. 
The best WF form is still under debate.

The many-body WF is parametrized as:

To satisfy Kato’s cusp conditions and to consider the further correlations.

Antisymmetric term Jastrow factor

Antisymmetric term

The most standard choice is the single Slater determinant.

Jastrow factor

Linear combination of the Slater determinants.

More complex.

Geminal functions (i.e., considering pairs of electrons.)

Fermi-net (i.e., anti-symmetric neural network.)

To satisfy the Fermion statistics (antisymmetric under exchange of electrons.)



Antisymmetric part (Antisymmetrized Geminal)

24

Antisymmetrized Geminal Power (AGP):

should be antisymmetric under exchange of electrons. (positions and spins)

c.f.) It is equivalent to multi-determinant wavefunction. Static correlation.

Atomic Orbitals (AOs)

where is the geminal function

A. Zen, et al., J. Chem. Theory Comput. 11, 992 (2015).



Jastrow part (cusp conditions)

25

Conditions on the shape of the wave function such that the divergence of the Coulomb 
interaction is compensated by an equal and opposite divergence in the kinetic term.

Electron-Ion coalescence:

Electron-Electron coalescence: cusp



Jastrow part (functional forms)

26

One-body Jastrow (Electron-Ion coalescence):

Two-body Jastrow (Electron-Electron coalescence):

Three/Four-body Jastrow

K. Nakano*, et al. J. Chem. Phys. 152, 204121 (2020)
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Example: C2-dimer
S. Shaik, et al. Nat. Chem. 4 195–200 (2012)Double-bond?? Quadruple-bond??, spin-singlet.

LRDMC results

Wavefunction C atom (Ha) C2 molecule (Ha) Binding (eV)

Jastrow Slater −37.82966(4) −75.8672(1) 5.656(3)

Jastrow Geminal
(Singlet)

−37.8364(1) −75.8938(2) 6.01(1)

Jastrow Geminal
(Singlet + Trieplet)

−37.8364(1) −75.8935(2) 6.00(1)

Jastrow Geminal
(All-pairings, Pfaffian)

－37.8363(1) −75.9045(2) 6.31(1)

Estimated exact -37.8450 −75.9045(2) 6.44(2) (Exp.)

C.Genovese et al., J. Chem. Theory Comput. 16, 6114 (2020)

The LRDMC gives a more accurate result than CCSD(T) for the challenging molecule!

More complex.

CCSD(T) with the V5Z basis = 6.24 eV



● How to parametrize the WF?
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Two questions

● How to optimize the WF?



Initial guess of WF

29

Initial guesses are taken from mean-field calculations, such as HF/DFT.

MOs SD JSD

A research question:

Can we make a database? 



The simplest Gradient method is the SD

30

The steepest-decent (SD) is the simplest gradient-based optimization method.

then, 

is called the ‘learning rate’ 



Why does not SD work for many parameters?

31

It works. It works, but very slow.



Newton Method (NM) works better

32

The Newton method (NM) is a more efficient gradient-based optimization using Hessian.

then, 



Newton Method (NM) works, why?

33

SD assumes that all the parameters affect the function equivalently.

However, the computation of Hessian is heavy, thus not practical.

Is there a way to estimate the metric of the parameter space w/o H?

NM considers the difference though Hessian (i.e., the metric of param. space)
(curvature)



Metric in the parameter space w/o Hessian

34

In MCMC: samplingfrom
Can we estimate the metric of the parameter 
space

Yes. The so-called Fischer Information Matrix (FIM) can do it.

The FIM can be interpreted as a measure of how curved a probability distribution is in 
Euclidean space.

where

from ?



Stochastic reconfiguration (SR) method

35

In the machine-learning context, this is called the Natural Gradient method.

The metric of the parameter space, a.k.a. Fisher information.

Stochastic reconfiguration, Prof. Sandro Sorella proposed in 1998, computes

Then, update the variational parameters as

Found by Prof. Amari in 1998 [Neural Computation, 10, 251-276 (1998)].

[S. Sorella Phys. Rev. Lett. 80, 4558 (1998)]

a.k.a. generalized forces (gradients)

The same method was developed independently in different fields.



36

Outline

● Variational Monte Carlo (VMC)

● Green Function Monte Carlo (GFMC)

● Basics of VMC and GFMC



What are the pains of VMC?

37

Since the VMC is a gradient-based optimization, it is sometimes 
unsatisfactory…

VMC might reach the exact ground state if one can optimize an unlimitedly 
flexible WF (with infinite variational parameters), which is practically impossible. 
There is a tradeoff between the flexibility of ansatz and the difficulty of 
optimization.

VMC cannot go beyond a given functional form. For instance, a Jastrow 
Slater Determinant ansatz cannot provide a correct answer to a problem in 
which the multi-configurational character should be considered. 



Example: Binding energy of Na2 dimer

38
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K. Nakano et al. J. Chem. Theory. Comput. 15, 4044-4055 (2019)

Na Na

The binding energy curve of Na2 dimer.

Experimental curve.

Obtained by CCSD(T)

Obtained by MP2

Obtained by VMC with JAGP ansatz
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Green Function Monte Carlo (GFMC)

39

Let’s go from Optimization (VMC) to Projection (GFMC).

Given , and any state is expanded by the eigenstates 
(complete basis)

By applying the projections , the ground state can be projected out from

We can go beyond the VMC limits!



Example: Binding energy of Na2 dimer
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K. Nakano et al. J. Chem. Theory. Comput. 15, 4044-4055 (2019)

Na Na

The binding energy curve of Na2 dimer.

Experimental curve.

Obtained by CCSD(T)

Obtained by MP2

Obtained by GFMC with JAGP ansatz
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(LRDMC)



Green Function Monte Carlo (GFMC)

41
How to perform the projections in practice??

Given , and any state is expanded by the eigenstates 
(complete basis)

By applying the projections , the ground state can be projected out from

Let’s go from Optimization (VMC) to Projection (GFMC).



Interpreted as a probability density equation

42

Let’s focus on a single projection:

where

Let’s interpret this as a probability density equation  for

A stochastic variable:

Its probability density at k-th iteration:

Its transition probability: for



Particle diffusion by Brownian motion 

43The random walk simulation can stochastically estimate the probability density.

Langevin equation Fokker–Planck equation(Brownian motion)

e.g., A Brownian motion in a harmonic potential We can estimate 

where is the white Gaussian noise where is the probability density of  

the white Gaussian noise

the spring constant

the diffusion coefficient



Analogy to the classical simulation

44

Driving equations (with weights) The projection of WF

Since it cannot be interpreted as a transition probability.

The transition matrix is obtained by where

1) Generate with probability

2) Update the weight with 

The random walk simulation can stochastically estimate the ground state         .



Tip: Diffusion Monte Carlo

45

Langevin equation Fokker–Planck equation

Corresponding random walks

Another implementation of the projection. DMC and GFMC give the same result.

Schrödinger equation



DMC v.s. GFMC

46

CH4 and H2O molecules with cc-pVTZ basis and ccECP.

The data is taken from F.D. Pia et al., arXiv:2501.12950 (2025).



Importance sampling for Fermionic systems

47

To apply the GFMC for fermionic systems, a guiding function is needed to provide the nodal 
surface. Otherwise, the ground state is always bosonic.

Modified projection

Remember that  because it is interpreted as a probability.

Walkers do not cross the nodal surface → Sign problem!!

(nodal surface: where the sign of a WF changes)

are neglected. Notice



The uncontrollable bias: Fixed-node approximation

48

Ab initio Diffusion Monte Calro (DMC): Given a nodal surface, provides the best wavefunction.

Since electrons are fermion, the nodal surface should be kept during DMC (the so-called sign-problem.).

The nodal surface is obtained by a mean-field approach such as DFT, introducing the uncontrollable bias. 

(where the sign of a many-body WF changes.)

W.M.C. Foulkes, et al. Rev. Mod. Phys. 73 33-83 (2001)

Projection.

Trial WF (DFT or VMC) Fixed-node WF

node nodenodenode

Relaxing the amplitude with the given Nodes.

K. Nakano, et. al., J. Chem. Theory Compt. 20, 4591-4604 (2024)

https://link.aps.org/doi/10.1103/RevModPhys.73.33


Advanced topic: DMC v.s. CCSD(T)

49

Y.S. Al-Hamdani, et. al., Nat. Commun. 12, 3927 (2021)

CCSD(T): 

DMC (with DFT nodal surface):

Gold standard in quantum chemistry

Gold standard in condensed matter physics.

● Discrepancy for large mol. (~ 8kcal/mol).

● Under debate!! Which is correct?

- Binding energy calculations for large mol.- 

(exploiting nodal surfaces obtained by DFT)



A possible remedy for the FN approximation
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Variational principle

This also holds for GFMC, not only for MCMC.

1. GFMC

2. Compute

3. Update the nodal surface

K. Nakano, et. al., J. Chem. Theory Comput. 20, 4591-4604 (2024)
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Nodal surface optimization by GFMC

K. Nakano, et. al., J. Chem. Theory Comput. 20, 4591-4604 (2024)



52

Textbook and Review papers

F. Becca and S. Sorella, Cambridge University Press (2017)

K. Nakano*, et al. J. Chem. Phys. 152, 204121 (2020)

中野晃佑, セラミックス, 11, 59 (2024)
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Outline

● Practical Tips for QMC calculations (software etc…)



Our Quantum Monte Carlo packages

54

K. Nakano*, C. Attaccalite, M. Barborini, L. Capriotti, M. Casula*, E. Coccia, M. Dagrada, Y. Luo, G. 
Mazzola, A. Zen, and S. Sorella* J. Chem. Phys. 152, 204121 (2020)

QMC package (DFT, VMC/DMC-optimization, VMC, DMC).

Python wrappers and command-line interfaces.

Workflow package realizing high-throughput calculations.

K. Nakano*, et al., J. Chem. Phys. 159, 224801 (2023)

K. Nakano*, et al., J. Chem. Phys. 159, 224801 (2023)



Several features of TurboRVB

55
Refactoring and documenting the code is in progress (in FY2025).

K. Nakano*, C. Attaccalite, M. Barborini, L. Capriotti, M. Casula*, E. Coccia, M. Dagrada, 
Y. Luo, G. Mazzola, A. Zen, and S. Sorella* J. Chem. Phys. 152, 204121 (2020)

● Beyond the slater-determinant ansatz, AGP and Pfaffian.

● Localized orbitals (e.g. , GTOs) are employed both for molecules and crystals.

● Open-source QMC package under GPLv3 license, available from GitHub.

● Written by Fortran90. Parallelized MPI and OPENMP.

● Ported to GPUs, by cuBLAS (cuLAPACK) and OpenACC.

QMC package (DFT, VMC/DMC-optimization, VMC, DMC).



High-throughput QMC calculations
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Any DFT codes employing 
localized AOs can be used.

VMCopt → VMC → DMC

K. Nakano*, et al., J. Chem. Phys. 159, 224801 (2023)

Fugaku (RIKEN)

Leonardo (CINECA)

Submit

Collect

by paramiko

Routine QMC calculations are automatized! Make the most of our human resources!!



Community efforts: Common WF format

57

● I/O for the common WF format

● Converters are avaliable from

https://github.com/TREX-CoE/trexio

https://github.com/TREX-CoE/trexio_tools

E. Posenitskiy et al. J. Chem. Phys. 158, 174801 (2023)



Reproducibility crisis in Science …

58A. Akrap et al., arXiv:2501.18631 (2025)M. Baker Nature 533, 452-454 (2016)



Reproducibility among community DFT codes

59K. Lejaeghere et al., Science 351, aad3000 (2016).



Reproducibility among community QMC codes

60
We did a similar verification among 11 QMC community codes!!

F.D. Pia et al., arXiv:2501.12950 (2025).
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