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Outline

1. Prethermalization in the Hubbard model (overview)

2. Nonthermal fixed point in the Hubbard model

3. Universality of the nonthermal fixed point

“How” and “in which time scale” does an isolated quantum 
many-body system thermalize?
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➤  DMFT (d=∞) phase diagram at half filling.
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Interaction quench
➤  An abrupt change of the interaction parameter in an isolated quantum system.

➤  Experimentally realized in cold-atom systems:
by changing the optical lattice potential depth or by using Feshbach resonance.
Greiner, et al., Nature (2002), Bloch, Dalibard, Zwerger, RMP (2008).



Schmidt, Monien (2002), Freericks, Turkowski, Zlatić (2006),
Aoki, Tsuji et al., arXiv:1310.5329.

Nonequilibrium DMFT
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Prethermalization in d=∞

Eckstein, Kollar, Werner, PRB (2010).

Eckstein, Kollar, Werner, PRL (2009).

➤  d(t)=⟨n↑ n↓⟩  : the double occupancy → “mode-integrated”

➤  n(ϵk,t)=⟨ck
†(t)ck(t)⟩ : the full momentum distribution → “mode-resolved”

damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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FIG. 2 (color online). Fermi surface discontinuity "n and
double occupation dðtÞ after quenches to U . 3 (left panels)
and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
from equilibrium DMFT data [33]. Horizontal arrows indicate
corresponding thermal values dth of the double occupation,
obtained from equilibrium DMFT. Inset: thermal value dth and
dmed, the average of the first maximum and the second minimum
of dðtÞ, which provides an estimate of the stationary value dstat;
black dashed lines are the respective results from the strong-
coupling expansion (see text).
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coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
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and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
from equilibrium DMFT data [33]. Horizontal arrows indicate
corresponding thermal values dth of the double occupation,
obtained from equilibrium DMFT. Inset: thermal value dth and
dmed, the average of the first maximum and the second minimum
of dðtÞ, which provides an estimate of the stationary value dstat;
black dashed lines are the respective results from the strong-
coupling expansion (see text).

PRL 103, 056403 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
31 JULY 2009

056403-3

11

the Luttinger Ward-functional and is therefore conserv-
ing. SPT is incorporated into the DMFT iteration by re-
placing step (ii)-(iv) in Fig. 2 with a solution of the Dyson
equation (15) for Gσ, where Σσ is given by Eq. (69). Note
that in this implementation Gσ is the SPT solution of the
single-site problem for given Λ only after the DMFT it-
eration is converged.

When SPT is used instead of IPT as an approximate
impurity solver, we find that Etot is indeed constant with
time (solid lines in Fig. 3). However, SPT is not reliable
at intermediate interaction strength either. For U = 5
(Fig. 3b), SPT predicts a monotonous relaxation of Epot

and Ekin, while the numerically exact QMC yields oscil-
lations which are an important feature of the dynamics in
the Hubbard model at strong coupling. For weak inter-
actions, SPT performs slightly better, but in this param-
eter regime it is worse that the IPT solution (Fig. 3a).
The fact that IPT approximates the exact numerical solu-
tion better than SPT is already known from equilibrium
DMFT.

VI. RESULTS

In the remainder of this paper we present additional
numerical results for the interaction quench in the Hub-
bard model in nonequilibrium DMFT, building on our
previous work (Ref. 20). The system is assumed to be in
the noninteracting ground state before time t = 0, when
the interaction is abruptly switched to a positive value
U . We consider only homogeneous nonmagnetic states
at half-filling (n↑ = n↓ = 1

2 ). Hopping matrix elements
are chosen such that the density of states is of semiellip-
tic shape Eq. (24), and the quarter bandwidth V = 1 is
set as energy unit, so that time is measured in units of
!/V = 1.

The time evolution of various thermodynamic quanti-
ties after this interaction quench was already discussed in
Ref. 20. After some preliminary remarks on the effective
temperature after a quench (Sec. VI A) we will briefly re-
state the basic conclusions of the latter publication and
substantiate them with additional data (Sec. VI B). We
then turn to a characterization of the relaxing state in
terms of dynamical quantities, i.e., the spectral function
(Sec. VI C), and the optical conductivity (Sec. VI D).

A. Excitation after an interaction quench

An important information on the state of the system
after the interaction quench is its excitation energy with
respect to the ground state. Because the system is as-
sumed to be isolated from the environment, the total en-
ergy is conserved after the quench and its value follows
from the expectation values of the Hamiltonian in the
initial state immediately before the quench. The energy
corresponds to an effective temperature Teff, i.e., the tem-
perature of the unique thermal equilibrium state which
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FIG. 4: Momentum distribution n(ϵ, t) after an interaction
quench in the Hubbard model from the noninteracting ground
state to interaction U = 2 (a), U = 3.3 (b), and U = 5 (c).

has the same total energy [Eq. (58)],

Etot(t) = Etot(0
+) =

Tr He−H/Teff

Tr e−H/Teff
. (71)

(An analogously defined effective chemical potential is
fixed to µeff = 0 by particle-hole symmetry.) For the
quench in the Hubbard model we compute Teff by a nu-
merical solution of Eq. (71). Thermal equilibrium expec-
tation values of static quantities are obtained from equi-
librium DMFT, using QMC as impurity solver. For the
quenches discussed below, Teff is of the same order as the
hopping strength, which is far above the Mott transition
endpoint in thermal equilibrium.

If the system reaches a thermal equilibrium state a
sufficiently long time after the quench, the temperature
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Generalized Gibbs ensemble (GGE)

➤  Weak interaction:

➤  Approximate constants of motion:

Kollar, Wolf, Eckstein, PRB (2011)

➤  Construct GGE with them:

➤  Prethermalization plateau is described by GGE:
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Prethermalization in d=1 and 2
Tsuji, Barmettler, Aoki, Werner, arXiv:1307.5946.
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FIG. 1: (a) The double occupancy and (b) the jump in the momentum
distribution for the quench U/J = 0 → 1 in the 1D Hubbard model.
The arrow indicates the thermal value of the double occupancy eval-
uated from the finite-temperature DMRG.

with the accuracy of the results only limited by the number
of DMRG states, which is chosen to be D = 800 for the ini-
tial state and up to D = 3600 for the subsequent time evolu-
tion. The maximum truncation of density-matrix eigenvalues
is ϵ = 10−7, leading to numerical errors much smaller than the
symbol sizes of the plotted data. The initial state is generated
by imaginary time evolution and an explicit orthogonalization
scheme is applied [47]. We also adopt the finite-temperature
DMRG [48–50] for comparison of the long-time properties
with thermal-equilibrium results.
Results. In Fig. 1 we plot the time evolution of the dou-

ble occupancy d(t) = ⟨n̂↑(t)n̂↓(t)⟩, along with the jump, ∆n(t),
at the Fermi energy (ϵ(k) = ϵF ) in the momentum distribu-
tion n(k, t) = ⟨c†kσ(t)ckσ(t)⟩ for the 1D Hubbard model calcu-
lated with DCA. We have also displayed for comparison the
results of DMRG, DMFT, and the second-order lattice per-
turbation theory (Σ(2)). The number of k points is N = 1024
for the methods other than DMRG. Compared to the infinite-
coordination Bethe lattice where d(t) relaxes rapidly [23],
DMFT predicts a damped oscillation in d(t) for 1D lattice.
As we proceed to DCA with Nc ≥ 4 where the momentum
space near the Fermi energy and the band edge can be distin-
guished, the oscillations are more pronounced. This suggests
that the oscillation originates from the divergence of the den-
sity of states at the band edges in 1D. In fact, the oscillation
period is roughly 2π/(4J) (4J is the bandwidth of 1D lattice).
The DCA results quickly approach the exact DMRG (a fair
agreement is already seen at Nc = 4).
Unlike the double occupancy, ∆n in DCA [Fig. 1(b)] does

not converge so well against Nc. This can be related to the
nonlocality of the quantity. If we increase Nc up to 64, we
observe that DCA+IPT approaches Σ(2) for the 1D case. The
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FIG. 2: (a) The double occupancy and (b) the jump in the momentum
distribution for the quench U/J = 0 → 2 in the 2D Hubbard model.
The arrow in (a) indicates the thermal value evaluated from DCA
with Nc = 16× 16.

deviation from DMRG must be attributed to quantum correc-
tions from higher-order diagrams neglected in IPT. Accord-
ing to DMFT, ∆n(t) exhibits a prethermalization plateau [23]
after a rapid initial drop, which is a characteristic feature of
prethermalization [22, 51]. According to DCA and DMRG,
however, a clear prethermalization plateau is not observed. In-
stead, similar to d(t), we see an oscillation in ∆n(t) which does
not damp fast unlike in higher-dimension cases. The momen-
tum distribution relaxes much slower than d(t), and is still far
from the thermal distribution with ∆n = 0 on the computa-
tionally accessible time scale.
While one might think that the 1D Hubbard model, be-

ing integrable [52], should have a hindered thermalization,
we find that the double occupancy takes, fairly soon after
the quench, a value close to the thermal value [an arrow in
Fig. 1(a)]. For integrable models, nonequilibrium states are
often described by the generalized Gibbs ensemble [53] using
a macroscopic number of integrals of motion. Our analysis
suggests that d(t) is not much sensitive to the non-trivial con-
served quantities of the Hubbard model [54], and the total en-
ergy together with the total number of particles almost fully
describe the stationary value of d(t).
Next, we turn to the interaction quench for the 2D Hubbard

model, where a point of interest is whether we have a quali-
tative change in going from 1D over to 2D. In Fig. 2, we plot
the time evolution for d(t) and ∆n(t) for 2D. We can see that
d(t) quickly relaxes to the thermal value [an arrow in Fig. 2(a)]
without generating long-lived oscillations. This is similar to
the infinite dimensional case. For d(t), we find that the depen-
dence on Nc is quite small (with DMFT already providing a
good estimate), which implies that the nonlocal correlations
are less relevant for local quantities in 2D.
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with the accuracy of the results only limited by the number
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tial state and up to D = 3600 for the subsequent time evolu-
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is ϵ = 10−7, leading to numerical errors much smaller than the
symbol sizes of the plotted data. The initial state is generated
by imaginary time evolution and an explicit orthogonalization
scheme is applied [47]. We also adopt the finite-temperature
DMRG [48–50] for comparison of the long-time properties
with thermal-equilibrium results.
Results. In Fig. 1 we plot the time evolution of the dou-
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at the Fermi energy (ϵ(k) = ϵF ) in the momentum distribu-
tion n(k, t) = ⟨c†kσ(t)ckσ(t)⟩ for the 1D Hubbard model calcu-
lated with DCA. We have also displayed for comparison the
results of DMRG, DMFT, and the second-order lattice per-
turbation theory (Σ(2)). The number of k points is N = 1024
for the methods other than DMRG. Compared to the infinite-
coordination Bethe lattice where d(t) relaxes rapidly [23],
DMFT predicts a damped oscillation in d(t) for 1D lattice.
As we proceed to DCA with Nc ≥ 4 where the momentum
space near the Fermi energy and the band edge can be distin-
guished, the oscillations are more pronounced. This suggests
that the oscillation originates from the divergence of the den-
sity of states at the band edges in 1D. In fact, the oscillation
period is roughly 2π/(4J) (4J is the bandwidth of 1D lattice).
The DCA results quickly approach the exact DMRG (a fair
agreement is already seen at Nc = 4).
Unlike the double occupancy, ∆n in DCA [Fig. 1(b)] does

not converge so well against Nc. This can be related to the
nonlocality of the quantity. If we increase Nc up to 64, we
observe that DCA+IPT approaches Σ(2) for the 1D case. The
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deviation from DMRG must be attributed to quantum correc-
tions from higher-order diagrams neglected in IPT. Accord-
ing to DMFT, ∆n(t) exhibits a prethermalization plateau [23]
after a rapid initial drop, which is a characteristic feature of
prethermalization [22, 51]. According to DCA and DMRG,
however, a clear prethermalization plateau is not observed. In-
stead, similar to d(t), we see an oscillation in ∆n(t) which does
not damp fast unlike in higher-dimension cases. The momen-
tum distribution relaxes much slower than d(t), and is still far
from the thermal distribution with ∆n = 0 on the computa-
tionally accessible time scale.
While one might think that the 1D Hubbard model, be-

ing integrable [52], should have a hindered thermalization,
we find that the double occupancy takes, fairly soon after
the quench, a value close to the thermal value [an arrow in
Fig. 1(a)]. For integrable models, nonequilibrium states are
often described by the generalized Gibbs ensemble [53] using
a macroscopic number of integrals of motion. Our analysis
suggests that d(t) is not much sensitive to the non-trivial con-
served quantities of the Hubbard model [54], and the total en-
ergy together with the total number of particles almost fully
describe the stationary value of d(t).
Next, we turn to the interaction quench for the 2D Hubbard

model, where a point of interest is whether we have a quali-
tative change in going from 1D over to 2D. In Fig. 2, we plot
the time evolution for d(t) and ∆n(t) for 2D. We can see that
d(t) quickly relaxes to the thermal value [an arrow in Fig. 2(a)]
without generating long-lived oscillations. This is similar to
the infinite dimensional case. For d(t), we find that the depen-
dence on Nc is quite small (with DMFT already providing a
good estimate), which implies that the nonlocal correlations
are less relevant for local quantities in 2D.

➤  d=1, U/J=0 → 1 ➤  d=2, U/J=0 → 2
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Relaxation and Prethermalization in
an Isolated Quantum System
M. Gring,1 M. Kuhnert,1 T. Langen,1 T. Kitagawa,2 B. Rauer,1 M. Schreitl,1 I. Mazets,1,3
D. Adu Smith,1 E. Demler,2 J. Schmiedmayer1,4*

Understanding relaxation processes is an important unsolved problem in many areas of
physics. A key challenge is the scarcity of experimental tools for the characterization of complex
transient states. We used measurements of full quantum mechanical probability distributions of
matter-wave interference to study the relaxation dynamics of a coherently split one-dimensional
Bose gas and obtained comprehensive information about the dynamical states of the system.
After an initial rapid evolution, the full distributions reveal the approach toward a thermal-like
steady state characterized by an effective temperature that is independent from the initial
equilibrium temperature of the system before the splitting process. We conjecture that this state
can be described through a generalized Gibbs ensemble and associate it with prethermalization.

Despite its fundamental importance, a gen-
eral understanding of how isolated quan-
tummany-body systems approach thermal

equilibrium is still elusive. Theoretical concepts

such as the quantum ergodic theory or the ei-
genstate thermalization hypothesis (1–3) infer re-
quirements for a system to be able to undergo
relaxation, but it is still unclear onwhat time scale

this occurs. In situations in which conservation
laws inhibit efficient relaxation, many-body sys-
tems are expected to display a complex behavior.
An intriguing phenomenon that has been sug-
gested in this context is prethermalization (4), a
general concept that is predicted to be applicable
to a large variety of physical systems (5–9). In
the present understanding, prethermalization is
characterized by the rapid establishment of a
quasi-stationary state that already exhibits some
equilibrium-like properties. Full relaxation to the
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Fig. 1. (A) An initial-phase fluctuating 1D Bose gas is split into two uncoupled
gases with almost identical phase distributions f1(z) and f2(z) (black solid
lines) and allowed to evolve for a time te. (B) At te = 0 ms, fluctuations in the
local phase difference ∆f(z) between the two gases are very small, and the
corresponding phase correlation length is very large. During the evolution,
these relative-phase fluctuations increase, and the correlation length de-
creases. The main question we address is whether or when this system will
reach the corresponding thermal equilibrium of uncorrelated phases as
characterized by the initial temperature T and thermal coherence length lT. In
experiment, this situation can be prepared on purpose by splitting a thermal

gas and cooling it into two independent gases (32). (C) Typical experimental
matter-wave interference patterns obtained by overlapping the two gases in
time-of-flight after different evolution times. Differences in the local relative
phase lead to a locally displaced interference pattern. Integrated over a length
L, the contrast C(L) is a direct measure of the strength of the relative-phase
fluctuations. (D) Because of the stochastic nature of the phase distributions,
repeated experimental runs yield a characteristic distribution P(C2) of con-
trasts, which allows one to distinguish between the initial state, an in-
termediate prethermalized state, and the true thermal equilibrium of the
system.
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Dynamical transition in d=∞

damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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FIG. 2 (color online). Fermi surface discontinuity "n and
double occupation dðtÞ after quenches to U . 3 (left panels)
and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
from equilibrium DMFT data [33]. Horizontal arrows indicate
corresponding thermal values dth of the double occupation,
obtained from equilibrium DMFT. Inset: thermal value dth and
dmed, the average of the first maximum and the second minimum
of dðtÞ, which provides an estimate of the stationary value dstat;
black dashed lines are the respective results from the strong-
coupling expansion (see text).
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at the location of the Fermi surface for finite times after an
interaction quench.50 Because a discontinuity in the momen-
tum distribution of a Fermi liquid in thermal equilibrium can
exist only at zero temperature, while on the other hand, a
quenched system is always excited with respect to the
ground state, the existence of a finite jump !n!t" clearly
indicates that the system is not yet fully thermalized. The
size of the discontinuity is thus well suited to characterize
the relaxation after the quench.

In the weak-coupling regime #Fig. 4!a"$, n!" , t" rapidly
evolves toward a distribution #t#2 in Fig. 4!a"$, which is not
yet thermalized, but changes only slowly in time. This emer-
gence of long-lived nonthermal states is an example of
prethermalization,22 which is observed in a wide range of
classical and quantum systems.23 As shown by Moeckel and
Kehrein,22 the nonthermal state remains stable for all times
within second-order unitary perturbation theory in U /V, i.e.,
higher-order corrections become effective only on the long

time scale V3 /U4. In the limit of infinite dimensions their
weak-coupling result for the transient behavior toward the
prethermalization plateau has the form

npert!",t" = n!"" − 4U2F!",t" , !71"

F!",t" = %
−$

$

dE
sin2!E − ""t/2

!E − ""2 J"!E" , !72"

J"!E" =% d"1!% d"2!% d"1%!"1! + "2! − "1 − E"

&'!"1!"'!"2!"'!"1"&n!""n!"1"#1 − n!"1!"$#1 − n!"2!"$

− #1 − n!""$#1 − n!"1"$n!"1!"n!"2!"' . !73"

For a half-filled band and a symmetric density of states,
'!""='!−"", we obtain

F!",t" = −
sgn!""

2 %
0

t

ds!t − s"Re#R!s"3eis("($ , !74"

where R!s"=)d"(!−""'!""eis". This yields !n!t" and also
d!t" by using the energy conservation after the quench,

!npert!t" = 1 − 4U2%
0

t

ds!t − s"Re#R!s"3$ , !75"

dpert!t" =
1
4

− 2U%
0

t

ds Im#R!s"4$ . !76"

Numerical evaluations of these functions are plotted and
compared to our DMFT results in Fig. 5 for the semielliptic
density of states !24" with V=1. Regarding the transient be-
havior and the prethermalization plateau we find very good
agreement for U#1. Interestingly the prethermalization pla-
teau of !n!t" is almost correctly predicted by the weak-
coupling results even for U#2. For larger times, the system
relaxes further toward the thermal value.

In the strong-coupling regime #Fig. 4!c"$, the relaxation is
dominated by damped collapse and revival oscillations of
approximate periodicity 2) /U. The decay of these oscilla-
tions is not fully accessible within CTQMC due to the dy-
namical sign problem. However, our results show that n!" , t"
oscillates around a nonthermal distribution #Fig. 6!c"$. This
behavior is similar to what was found for the double occu-
pation d!t",20 i.e., a decay on the time scale 1 /V to oscilla-
tions around a nonthermal value which does not change on
much longer time scales.

The interaction quench to U=3.3V is characterized by a
rapid thermalization of the momentum distribution #Figs.
4!b" and 6!b"$, without signatures of either collapse and re-
vival oscillations or a prethermalization plateau in n!" , t".
Numerically we cannot detect a finite width of the crossover
regime between the weak- and strong-coupling behavior,
which indicates that there is a single point U=Udyn*3.2V
which marks a dynamical transition in the Hubbard model.20

A further investigation of this phenomenon and its relation to
the Mott transition in equilibrium will require a systematic
analysis of interaction quenches which start from a wide
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FIG. 4. !Color online" Momentum distribution n!" , t" after an
interaction quench in the Hubbard model from the noninteracting
ground state to interaction U=2 !a", U=3.3 !b", and U=5 !c".
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➤  Sharp change of the relaxation behavoir between weak- and strong-coupling regimes.
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Eckstein, Kollar, Werner (2009, 2010).



Thermalization w/ long-range order

➤  How does the fermionic condensed-matter system prethermalize and thermalize after 
the interaction quench in the presence of a long-range order (classical fluctuations)?

➤  The order parameter dynamics has been described by a macroscopic (sometimes 
phenomenological) Ginzburg-Landau equation,

➤  Validity of the equation:

quasiparticle thermalization order parameter

���m
�t
=
�FGL

�m
= am + bm3 � c

2M
�2m
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➤                                        :  AFM order parameter

Quench:  AFM → PM

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14

U

T

Tsuji, Eckstein, Werner, PRL (2013)

➤  The initial Ui is fixed.

➤  The final Uf (< Ui) is systematically changed.

: Higgs amplitude mode� � 2�

Ui = 2.0,U f = 1.0, 1.1, . . . , 1.9

m(t) = �|ni�(t) � ni�(t)|�

0 50 100 150 200
0.0

0.1

0.2

0.3

0.4

t

m
HtL



Higgs Amplitude Mode in the BCS Superconductors Nb1-xTixN Induced
by Terahertz Pulse Excitation
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Ultrafast responses of BCS superconductor Nb1-xTixN films in a nonadiabatic excitation regime were

investigated by using terahertz (THz) pump-THz probe spectroscopy. After an instantaneous excitation

with the monocycle THz pump pulse, a transient oscillation emerges in the electromagnetic response

in the BCS gap energy region. The oscillation frequency coincides with the asymptotic value of the BCS

gap energy, indicating the appearance of the theoretically anticipated collective amplitude mode of the

order parameter, namely the Higgs amplitude mode. Our result opens a new pathway to the ultrafast

manipulation of the superconducting order parameter by optical means.

DOI: 10.1103/PhysRevLett.111.057002 PACS numbers: 74.40.Gh, 74.25.Gz, 78.47.J!

With spontaneous breaking of continuous symmetry,
two types of collective excitations associated with the
order parameter emerge. One is the gapless phase mode
called as the Nambu-Goldstone mode, and the other is the
gapped amplitude mode also referred to as the Higgs mode
from the analogy to the Higgs boson in particle physics
[1,2], as schematically shown in Fig. 1(a). Recently, the
Higgs amplitude mode has been observed in strongly
interacting superfluid phases of bosonic ultracold atoms
in optical lattices by means of Bragg spectroscopy [3] and
lattice modulation [4]. The studies of the Higgs mode
realized on tabletop experiments would provide substantial
platforms for exploring the nature of symmetry-broken
states in quantum many-body physics. In condensed matter
systems, the amplitude mode has been widely observed in
charged density wave (CDW) systems by Raman or pump-
probe spectroscopy [5–8] and in an antiferromagnet by
neutron spectroscopy [9]. However, the observation of the
amplitude mode in fermionic condensates has been limited
to the specific cases of superconducting CDW compound
NbSe2 [10,11] andp-wave superfluid

3He [12,13]. Then, we
can pose a question as to whether the Higgs mode in a pure
metallic BCS superconductor (SC), which does not couple
to the radiation field, can be observed experimentally.

The amplitude mode in the BCS order parameter has
been anticipated to appear in a response to a fast perturba-
tion in nonadiabatic regime [14–23]. Depending on the
perturbation strength, the nonequilibrium dynamics would
exhibit a persistent oscillation, a transient oscillation
obeying a power-law decay, or a quantum quench of the
order parameter which cannot be described by the time-
dependent Ginzburg-Landau theory or the Boltzmann
equation [16,17]. A sudden switching of the pairing inter-
action by using Feshbach resonance in ultracold atoms [24]
is one promising way to realize such a nonequilibrium

state, while it still remains experimentally challenging.
An alternative way to induce the transient oscillation of
the order parameter has been proposed in conventional
metallic BCS SCs [19]. When a BCS ground state is non-
adiabatically excited by a short laser pulse, the coherence
between different quasiparticle (QP) states leads to the
oscillation of the order parameter. Such a nonadiabatic
excitation for BCS superconductivity requires a short
pump pulse with the duration !pump small enough com-
pared to the response time of the BCS state characterized
by the BCS gap ! as !! ¼ "=!!1. Here a near-visible
femtosecond optical pulse is not applicable, because the
huge excess energies of photoexcited hot electrons in the
order of electronvolts are transferred to the generation
of large amounts of high-frequency phonons (@!> 2!),
which in turn induce the Cooper pair breaking. This pro-
cess destroys the nonadiabatic excitation condition even
if one uses the laser pulse much shorter than !! [25,26].
Therefore, to ensure the nonadiabatic excitation, it is nec-
essary to use a short pump pulse with its photon energy
resonant to the BCS gap which is typically located in
terahertz (THz) frequency range [19]. With the recent
development of THz technology, such an intense and
monocyclelike THz pulse has become available [27], mak-
ing it possible to investigate the THz nonlinear response
in a variety of materials [28–32]. In an s-wave SC of NbN
film, the ultrafast pair breaking and the following QP
dynamics have been investigated by the intense THz
pump-THz probe (TPTP) spectroscopy [26]. Nonlinear
THz transmission experiments in NbN have also been
reported recently [33,34].
In this Letter, we investigated the coherent transient

dynamics of superconducting Nb1-xTixN films after the
THz pulse excitation in the nonadiabatic excitation regime.
The time-domain oscillation of the order parameter was
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observed in the pump-probe delay dependence of the trans-
mitted probe THz electric field (E field). The oscillation
frequency is in excellent agreement with the theoretical
predictions.

The output from a regenerative amplified Ti:sapphire
laser system with 800-nm center wavelength, 1-mJ pulse
energy, 90-fs pulse duration, and 1-kHz repetition rate was
divided into three beams: for the generation of the pump
and probe THz pulses and for the gate pulse for the electro-
optic (EO) sampling of the transmitted probe THz pulse.
The intense pump THz pulse was generated by the tilted-
pulse-front method with a LiNbO3 crystal [27], and the
detail of our experimental configuration was described in
Ref. [35]. The pump pulse width defined by FWHM of the
envelope curve of the E-field amplitude was !pump !
1:5 ps. The probe THz pulse was generated by the optical
rectification in a ZnTe crystal. As schematically shown in
Fig. 1(b), a wire grid polarizer (WGP) inserted in the

optical path of the pump THz pulse (Epump k x) reflects
the probe THz pulse (Eprobe k y) so that the pump and

probe THz pulses are collinearly irradiated to the sample.
Another WGP was placed after the sample to block the
pump THz pulse and to transmit the probe THz pulse only.
The waveform of the probe E field was detected by the
EO sampling in a ZnTe crystal. By scanning both the
delay time of the gate pulse to the probe THz pulse, tgate,
and the delay time of the probe to the pump THz pulse, tpp,
we recorded the probe THz E field Eprobeðtgate; tppÞ in the

two-dimensional time domains of tgate and tpp [36]. The

details in our two-dimensional THz time-domain spectros-
copy system were described in the previous paper [26].
The Nb1-xTixN films were fabricated on fused quartz

(FQ) or MgO substrates using the dc reactive sputtering
method [37]. We used three different samples: (sample A)
x ¼ 0:2 and film thickness d ¼ 12 nm on a 1 mm-thick
FQ, (sample B) x ¼ 0:2 and d ¼ 30 nm on a 0.5 mm-thick
FQ, and (sample C) x ¼ 0 and d ¼ 24 nm on a 0.5 mm-
thick MgO. Figure 1(c) shows the temperature dependence
of the real-part optical conductivity spectra "1ð!Þ of
sample C without the THz pump. The solid curves are
calculated by the Mattis-Bardeen model with arbitrary
electron mean-free path [38,39] to evaluate the gap energy
at each temperature. The temperature dependence of the
gap energy is shown in Fig. 1(d). The BCS gap energies
at 4 K are evaluated as 2!0 ¼ 0:72, 1.1, and 1.3 THz, for
samples A, B, and C, respectively, which gives the ratio
!pump=!! as 0:57ðAÞ, 0:81ðBÞ, and 0:98ðCÞ.
Figure 1(e) shows the time-domain waveform of the

probe THz pulse, EprobeðtgateÞ, transmitted after sample A

below Tc ¼ 8:5 K without the THz pump. As indicated by
the vertical line in Fig. 1(e), the probe E field at tgate ¼
2:1 psð% t0Þ sensitively indicates the growth of the super-
conducting state. In fact, as shown by Fig. 1(f), the value
Eprobe at tgate ¼ t0 shows one-to-one correspondence with

the BCS gap energy 2! obtained from Fig. 1(d). Therefore,
in order to detect the temporal evolution of the order
parameter !ðtppÞ after the pump, we monitored the probe
E field at this fixed gate delay time, Eprobeðtgate ¼ t0; tppÞ.
Note that, this correspondence between the gap energy 2!
and Eprobeðtgate ¼ t0; tppÞ in the equilibrium condition with-

out the pump does not necessarily hold in the nonequilib-
rium case. Therefore, we numerically confirmed that
Eprobeðtgate ¼ t0; tppÞ indeed reflects the transient behavior

of the order parameter changing in a time scale of !!. The
details are given in the Supplemental Material [40].
Figure 2(a) shows the temporal evolution of the change

of the probeE field, #Eprobe, at tgate ¼ t0 as a function of tpp
in sample Awith !pump=!! ¼ 0:57 for various pump inten-

sities. After a fast rise within 2 ps which we will discuss
later, an oscillatory behavior is clearly identified. As the
pump intensity increases, the oscillation amplitude
increases and the frequency decreases, and the oscillation
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FIG. 1 (color online). (a) A schematic picture of the phase and
amplitude modes represented by the arrows in azimuthal and
radial directions, respectively, on the effective potential in the
plane of complex order parameter ". (b) Schematic configura-
tion of the TPTP spectroscopy. WGP: a wire grid polarizer.
(c) Temperature dependence of the real-part optical conductivity
spectra in sample C without the pump. The solid curves are
calculated by the Mattis-Bardeen model. (d) Temperature de-
pendences of the BCS gap energies for samples A, B, and C.
(e) The waveforms of the probe THz E field Eprobe as a function

of the gate delay time tgate at various temperatures without the

pump. (f) The temperature dependence of the BCS gap 2! in
equilibrium and Eprobe at the fixed delay time of tgate¼2:1psð¼
t0Þ indicated by the vertical line in (e) for sample A.
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➤  Higgs mode
➤  Nambu-Goldstone mode

is heavily damped in the strong excitation limit. At each
excitation level, !Eprobe asymptotically reaches to a con-
stant value accompanied by the damped oscillation.
Besides the oscillation, !Eprobe shows a slow increase at
tpp > 2 ps to the constant value, indicating the gradual
decrease of the gap energy. Such a slow decrease of the
gap energy after the pump pulse irradiation has also been
observed in the previous near-visible optical pump experi-
ments, where the excess photon energy of the pump pulse
gives rise to the generation of phonons which in turn
causes the pair breaking in a slower time scale [25,26].
Meanwhile, a recent calculation using the nonequilibrium
dynamical mean-field theory [23] has also showed that
such a slow thermalization dynamics can occur as a unique
character of a nonequilibrium state, even without taking
into account the interaction with the phonon system. In the
present experiment, whereas the central photon energy of
the pump THz pulse is resonant to the gap energy, the high-
frequency components of the pump THz pulse larger than
the gap energy bring the excess energy to the QP system.
Therefore, the slow increase in Fig. 2(a) can be attributed
to the thermalization process of the excess energy.

As shown by the solid curves in Fig. 2(a), the oscillating
part of !EprobeðtppÞ is fitted by the following equation

!EprobeðtppÞ ¼ C1 þ C2tpp þ a
cosð2"ftpp þ ’Þ

ðtpp % t0Þb ; (1)

where C1, C2, a, b, ’, f, and t0 are parameters. The first
term indicates the nonoscillating part of the gap energy.

The second term is introduced to reproduce the gradual
decrease of the gap energy, which is attributed to the
thermalization process as described above. The third term
describes the order parameter oscillation with the power-
law decay as theoretically predicted [14,16,17]. Figure 2(b)
shows the oscillation frequency f obtained from the fits at
various pump intensities. Here we also plot the values of
2! at tpp ¼ 8 ps where the oscillation is damped, which
indicates the asymptotic value 2!1 of the gap energy after
the pump. Because of the slow change of the order
parameter in this temporal region, we evaluated 2!1
from the observed !Eprobeðtpp ¼ 8 psÞ by using the corre-

spondence in Fig. 1(f). The decrease of 2!1 as a function
of the pump intensity represented in Fig. 2(b) is reasonable
because the increase of the excited QP density causes the
gap reduction. The fitted values f and their pump-intensity
dependence are in excellent agreement with 2!1, which is
a characteristic feature of the order parameter oscillation
predicted in the theoretical studies [16,17]. Therefore, this
result strongly suggests that the oscillatory signal arises
from the collective Higgs amplitude mode anticipated in
the nonadiabatic excitation condition. Note that the oscil-
latory signal is observed in the cross-linear polarization
configuration of the TPTP experiments, which also indi-
cates its origin as the Higgs mode of isotropic s-wave SCs.
It is intriguing that the polarization dependent TPTP
experiments would elucidate the nature of symmetry of
such collective modes.
Figure 2(c) shows the fitted parameter b, the power-law

index for decay of the oscillation, as a function of the
pump intensity. The theoretical studies have shown that
within the linear approximation the oscillation decays with
b ¼ 0:5 for the weak-coupling BCS case due to the mixing
of the collective mode and QP states [14–16], and with
b ¼ 1:5 for the strong-coupling case [21]. Our result shows
that b changes from about 1 to 3 depending on the pump
intensity. Such a rapid decay depending on the excitation
intensity could be considered as a signature of the over-
damped oscillation of the order parameter [16,17].
The dynamics after the THz pulse excitation was also

investigated in the frequency domain. Figure 3(a) shows
the temporal evolution of the real-part optical conductivity
spectra #1ð!Þ as a function of tpp, obtained from the

TPTP spectroscopy in the two-dimensional time domains.
The optical conductivity spectrum #1ð!; tppÞ at each delay
time tpp was calculated from the waveform of the trans-

mitted probe E field. Figure 3(b) shows the #1ð!Þ spectra
at each tpp indicated by the white dotted lines in Fig. 3(a).
For comparison, Fig. 3(b) also shows the #1ð!Þ spectra
before the pump (tpp ¼ %2 ps) as the black dotted curves.
The temporal oscillation of the conductivity spectrum is
clearly seen, suggesting the oscillation of the gap energy.
However, the oscillation of the onset of the gap is not clear,
which might be obscured by the smooth onset of the
conductivity gap as observed even without the pump in
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Momentum distribution
cf. T=0 static mean-field:

➤  The momentum distribution shows a power-law 
decay:

(in this case) : non-universal?
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Quench: PM → AFM
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Summary of critical behavior
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Classical equation of motion
➤  Time-dep. Hartree approximation:

�
i�t + µ� �A ��k
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cf. Time-dep. BCS equation: Barankov, et al. (2004, 2006), Yuzbashyan et al. (2005, 2006), 
Warner, Leggett (2005).

➤  Dyson equation:

➤  The classical equation of motion :



Classical equation of motion
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FIG. 1: Time evolution of m calculated with the Hartree approxima-
tion for quenches (a) Ui = 2 → U f = 1.0, 1.1, . . . , 1.9 (from bottom
to top) and (b) Ui = 2.5 → U f = 1.5, 1.6, . . . , 2.4 (from bottom to
top). The color codes are the same as Fig. 2 in the main text. Note
that the temperatures of the initial states are chosen to be different
values from those of Fig. 2 in the main text to fix m(0) = 0.4.

It turns out that the equation (20) is mathematically equivalent
to the time-dependent BCS equation [1, 2] if one appropriately
translates the order parameter from the repulsive model to an
attractive model [4]. The equation is known to be integrable,
and has infinitely many conserved quantities. For example,
nAA

kσ + nBB
kσ [Eq. (13)] and the ‘length of the pseudospin’

| f k|2 ≡ ( f x
k )2 + ( f y

k )2 + ( f z
k)2 (24)

are conserved for each k.
Figure 1 shows the results obtained from the Hartree ap-

proximation for the order parameter m. We choose the differ-
ent temperatures of the initial states from those of Fig. 2 in
the main text such that the initial value of the order parame-
ter is the same as in the main text (m(0) = 0.4). For Ui = 2
[Fig. 1(a)], the overall tendency of the behavior is qualitatively
similar to what we have observed with the nonequilibrium
DMFT calculation in Fig. 2(a) of the main text, apart from
the fact that the system never thermalizes within the Hartree
calculation, such that the nonthermal transition becomes in-
finitely sharp. After the quench, m rapidly decreases, and is
suddenly trapped in a nonthermal value with coherent oscilla-
tion of the amplitude. Between U f = 1.1 and 1.2, the center
of the oscillations gradually approaches zero, and the behavior
of m sharply changes from a damped oscillation to an expo-
nential decay at some U f = Unth

∗ . However, quantitatively the
evolution of m is very different. For example, the center of the
oscillations, their frequency, the damping rate, and the tran-
sition point (Unth

∗ ) are all different from those of Fig. 2(a) in
the main text. This is because the interaction strength that we
consider here is already beyond the one (U < 0.5) for which
the Hartree approximation works. It is thus surprising that the
results including higher-order quantum corrections shown in
the main text nevertheless share the qualitative features of the
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FIG. 2: Time evolution of | f k| at ϵk = 0 calculated with nonequilib-
rium DMFT for quenches (a) Ui = 2 → U f = 1.0, 1.1, . . . , 1.9 (from
bottom to top) and (b) Ui = 2.5 → U f = 1.5, 1.6, . . . , 2.4 (from bot-
tom to top). The color codes are the same as in Fig. 2 in the main
text. The arrows indicate the corresponding thermal values reached
in the long-time limit.

Hartree approximation in this interaction regime. For Ui = 2.5
[Fig. 1(b)], the qualitative properties remain unchanged within
the Hartree approximation, but the sharpness of the transi-
tion is lost after quantum corrections are taken into account
by nonequilibrium DMFT [Fig. 2(b) in the main text].

To see how the Hartree approximation fails for U > 0.5,
we plot nonequilibrium DMFT results for | f k| (24) at ϵk = 0
(Fermi energy) in Fig. 2. These quantities would be conserved
in the Hartree approximation. At ϵk = 0, | f k| = | f z

k| since the
off-diagonal Green functions (GAB

kσ,G
BA
kσ) are odd functions of

ϵk. One can calculate f z
k|ϵ=0 from Pa

σ [Eq. (27) below] us-
ing the relation f z

k|ϵ=0 =
1
2
∑
σ(−i)σ(PA

σ − PB
σ). One can

see in Fig. 2(a) that | f k| is not conserved even for U f = 1.0,
but starts to decay immediately after the quench without any
plateau. This suggests that the Hartree equation (20) is not
valid on any time scale, except in the very weakly correlated
regime (U < 0.5). It was already clear from the equilibrium
phase diagram [Fig. 1(a)], which shows the Hartree phase
boundary as a dashed line, that there are large quantum cor-
rections from higher order diagrams for U > 0.5.

Finally, we remark that Eq. (20) holds for “arbitrary fill-
ing”, and thus even if the symmetry between the repulsive and
attractive models is not valid any more. This suggests that a
nonthermal fixed point similar to what we have found at half-
filling appears also away from half-filling. In fact, we numer-
ically confirmed with the Hartree equation and the nonequi-
librium DMFT that the slightly doped (! 5%) system can be
trapped in a nonthermal ordered state, and that the ”critical”
behavior at the nonthermal fixed point is the same.

➤  The Hartree results: ➤  The momentum distribution (U=2→1.8):

flat DOS

semicircular DOS
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➤  Hartree results: dashed lines (left panel)
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�(t, t�) =

Renormalized interaction
➤  Argument:  short-time dynamics is governed by quasiparticles having a renormalized 

interaction         , which has a one-to-one correspondence with the Hartree particles:Ũ(t)
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➤  Pairing interaction is effectively reduced due to quantum fluctuations. 
e.g. T-matrix theory (Nozières, Schmidtt-Rink, ’85).
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: non-singularU � �U(U) Hartree
DMFT
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➤  We compare the DMFT results (solid curves) with the Hartree solution for the 

quasiparticles with the renormalized interaction (dashed).
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a = a0(U f � U�)2

a = a0(U f � Uc)

Nonthermal criticality

where f0(ϵk) is the initial momentum distribution. From this, one can show that

which contrasts with the conventional GL theory,

➤  From the argument, it follows that the order parameter satisfies:

with

➤  The constant a is determined from a condition

➤  This evidences that the nonthermal critical point belongs to a universality class different 
from the conventional GL. 
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This two-frequency dynamics reveals the mechanism be-
yond the disappearance of the AFM order at U

Uf<Ui
c .

This is more clearly shown in Fig. 3 where we plot the
values of the real and imaginary part of the renormal-
ization factors. We observe that approaching U

Uf<Ui
c

the renormalization factors show main oscillations with
frequency ω2, on top of which there are much narrower
oscillations controlled by ω1. In proximity of U

Uf<Ui
c ,

ω1 ≫ ω2 → 0, so that, within each (k,k + Q) sub-
space, the magnetic field in the pseudo-spin Hamiltonian
(18) can be effectively taken constant in time. Hence
the dynamics of (18) is equivalent to that of a spin in
the presence of a k-dependent constant magnetic field.
The total staggered magnetization then vanishes due to
the de-phasing that occurs summing on the entire Bril-
louin zone, hence the nature of the critical point is essen-
tially that found within the Hartree-Fock approximation
by Ref. 8.
Finally, from Fig. 6 we see that the long time average
of |Rσ|2 increases in the limit of Uf → 0, indicating that
the AFM insulator actually melts into a PM metal.
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FIG. 2: (color online) Time evolution of the staggered
magnetization m for quenches Ui = 4.0 → Uf =
3.8, 3.2, 2.6, 2.2, 2.0, 1.8, 1.6. The bold arrows indicate the cor-
responding thermal values.

B. Uf > Ui quench

For quenches at Uf < Ui the Gutzwiller dynam-
ics is not different from the one obtained through
single-particle methods such as the Hartree-Fock ap-
proximation; the magnetization shows an oscillatory
behavior that turns eventually into a fast decay due
to dephasing. Differences instead arise when Uf > Ui.
Here time-dependent Hartree-Fock predicts incorrectly
that the magnetic order parameter never vanishes,
whatever Uf is. This drawback is directly related to the
inadequacy of Hartree-Fock in reproducing a decaying
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FIG. 3: (color online) Time evolution of ℜ(RA↑) (black) and
ℑ(RA↑) (red) for quenches Ui = 4.0 → Uf = 3.2, 2.6, 2.0, 1.6
(clockwise order from top left)

Néel temperature at large values of U , feature that is
instead captured by the Gutzwiller approximation, see
Fig. 1. In the assumption that the unitary evolution
following the quantum quench brings the system in some
thermal configuration at finite temperature, the higher
the greater |Uf − Ui|, we can not only rationalize why
time-dependent Hartree-Fock fails, but also anticipate,
within the time-dependent Gutzwiller approximation,
a dynamical transition from an antiferromagnetic to a
paramagnetic phase. Indeed, in the limit of very large
Uf > Ui, when the frequency ω1 ∼ Uf gets much higher
than the excitation energies of the Slater determinant,
each (k,k +Q) pseudo-spin evolves under an effectively
slow magnetic field, hence the staggered magnetization
averages again to zero due to dephasing.
We find confirmation of this expectation in the time evo-
lution of m(t), see Fig. 4, and the main drive frequencies
shown Fig. 5. In the limit of large Uf , a two frequency
oscillation pattern appears again, with a high frequency
ω1 that grows as ∝ Uf and a lower frequency associated

with a vanishing mode which decays as ∝ |Uf −U
Uf>Ui
c |

with the critical value of U
Uf>Ui
c ≈ 21.0.

We note that also in this regime the long time average
of the magnetization differs from the corresponding
thermal value. Indeed in Fig. 4 we see that for
Uf = 12.0 the effective temperature has already crossed
the Néel temperature, while the long time average of
the magnetization stays greater than zero, indicating
the persistence of a non-equilibrium ordered state in
accordance with the results of Ref. 7.

For smaller values of Uf instead a less clear scenario
appears. Indeed, in the range of values 5.8 ! Uf ! 8.4
(vertical dashed lines of Fig. 5), although the main fre-
quencies ω1 and ω2 can be still recognized by continuity
from the large and small Uf limits, the Fourier power
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FIG. 4: (color online) Time evolution of the staggered
magnetization m for quenches Ui = 4.0 → Uf =
12.0, 14.0, 16.0, 18.0, 20.0, 22.0. The green arrow shows that
for Uf = 12.0 the effective temperature has already crossed
the Néel temperature.
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FIG. 5: (color online) Behaviour of the main drive frequencies
ω1 and ω2 as a function of Uf . The two dashed red lines indi-
cate the crossover region in which the Fourier power spectrum
presents broad peaks.

spectrum loses regularity and shows an increased num-
ber of broad peaks.
In this interval of Uf , the long time average of the mag-
netization increases while the renormalization factors di-
minish, see (Fig. 6), suggestive of the systems driven
towards a Mott localized regime.
We note that Eqs. (15) and (17) admit a stationary so-
lution identified by Rσ = 0 and energy equal to zero,
which describes a trivial Mott insulating state. We find
that when the conserved energy after the quench is van-
ishing, which happens at Udyn

c ≈ 8.2 when Ui = 4.0,
Eqs. (15) and (17) flow towards the above stationary so-
lution, see Fig. 6, a lot alike what found in the absence of
magnetism in Ref. 9. We can shed some light on this dy-
namical behavior by writing the Gutzwiller parameters
as

Φ0 = Φ↑↓ = ρ0 e
iϕ0 , (19)

Φσ = ρσ e
iϕσ , (20)
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FIG. 6: (color online) Long time averages of the magnetiza-
tion and |R2

σ|. At Uc
f ≈ 8.2 the renormalization factor time

average decays to zero signaling the presence of the dynamical
critical point.

with ρ0(σ) ≥ 0 that, because of normalization, satisfy
2ρ20 + ρ2↑ + ρ2↓ = 1 and analyzing the quantity

ℜ
(

Φ↑Φ↓

Φ2
0

)

=
ρ↑ρ↓
ρ20

cos
(

2ϕ0 − ϕ↑ − ϕ↓

)

≡
ρ↑ρ↓
ρ20

cosϕ. (21)

Neglecting magnetism, which is the same as starting from
Ui = 0, it was shown in Ref. 9 that the Mott-localized
phase can be identified by the dynamics of the angle
ϕ, which reproduces that of a classical pendulum. Be-
low Udyn

c , ϕ undergoes small oscillations around zero,
hence Eq. (21) is positive. On the contrary, above Udyn

c ,
cosϕ starts precessing around the whole unit circle, and,
in particular, is negative right in the regions where the
double-occupancy probability |Φ↑↓|2 = ρ20 is lower. It fol-
lows that, for Uf > Udyn

c , the quantity in Eq. (21) is on
average negative. Exactly at Udyn

c , ρ0 vanishes exponen-

tially, so that the long time average of ℜ
(

Φ↑Φ↓

Φ2
0

)

diverges

and changes sign right at Udyn
c , see Fig. 7 left panel.

In the right panel of the same figure we show that the
same singular behavior persists also when the system is
quenched from an AFM state. Even though in this case
the angle ϕ is not bounded between [0 : 2π] below Udyn

c ,
due to the dynamics of the AFM order parameter, yet the
time average has a well defined sign that changes crossing
a singularity at Udyn

c . This is suggestive of a dynamical
Mott localization at Udyn

c ≈ 8.2 that separates two dif-
ferent antiferromagnetic states, one at lower Uf akin to
an itinerant antiferromagnet, and another for Uf > Udyn

c

more similar to a genuine Mott antiferromagnet. Only
above U

Uf>Ui
c > Udyn

c magnetic order finally disappears.
We note that a dynamical transition at Udyn

c has no equi-
librium counterpart. We cannot exclude it may be an ar-

m(t��)

quasiparticle 
residue Z

nonthermal critical point
dynamical transition point?

Qualitatively similar results have been obtained by other methods.



Summary

nonthermal fixed point

thermal state

initial state

� � |U f � Uc|�1

m � |U f � Uc|1/2

� —

� � |U f � U�|�1

m � |U f � U�|1

� � |U f � U�|1
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